Anroputm PPO ¢ obmeHoM cooblueHusimmn ans

3(hbdeKTUBHOIO ynpaseHus

XKENE3HOLOPOXKHBIM Tpad koM

KoHcTanTne MaxHes

HayuHbiii pykosogutens: Anekceii LLInunsman

Hayuhbiii koHcynbTanT: Oner CBugyerko

HNY BLU3 — Cankr-lleTepbypr

25 mas 2021 r.
=] F
"~ KoWcrawtun Maxwes ~ HWUY BLUD Cawkr-MNetepbypr

Ay
25 masn 2021 r. 1/14




3aja4a COCTABMIEHNS »XKENE3HOLOPOIKHOTO
pacnucaHuns

o Tpebyetcs Ha rpade
XKENE3HOJOPOXKHOI CeTn 3a
MUHWMaIbHOE CyMMapHoe
BPeMsi AOBECTU Habop
noe3aoB A0 3ajaHHbIX Lieneii.

o [loe3pa npm 3TOM He
3aHUMatOT OJHOBPEMEHHO
OANH N TOT K& CEMMEHT
YKENE3HOLOPOXKHbIX CETEN.
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BupTyansHoe okpyxetue Flatland?

BupTtyansHoe okpyxenue Flatland nossonsier reHepuposats
cnyyaliHble XeNesHOLOPOXKHbIe rpadhbl U HAbOPbI MapLLIPYTOB Ha HUX
Ha 4BYMEpPHON KapTe, a TakXe Mo3BOJISIET C UCKPETHLIM BPEMEHEM
CUMYANPOBATL W BU3YyaJN3MpOBaTh COCTABNEHHOE pacnuMCaHue.

1Erik Nygren et al.. “Flatland Challenge: Multi Agent Reinforcement Learning
on Trains". In: 2019.
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CyliecTBytoLMe peLleHns

o Knaccnyeckue noaxoabl OCHOBbIBAKOTCA Ha 2BPUCTUHECKUNX
noaxodax, TakKnx Kak NpuopuTe3npoBaHHOE NJ1IaHNPOBaHWE, a
TaKXe NPUMEHEHUN NTOKAJIbHbIX OI'ITI/IMI/I3aLI,I/II7I2

o Jlydwee pewenne Flatland Challenge 8 2019 rogy, ocHoBaHHoOe
Ha oby4eHune C nogKpenaeHnem ncnob3yet Hesaeucumbix A2C
arenTos’

o Komnanusi Deutsche Bahn coBmectHo ¢ Instadeep npeacrasunn

PPO areHTa C LUeHTPann30BaHHLIM KPUTUKOM, ODBEAVNHSIOLMM
HabNtOAEHNS C NCNONb30BAHNEM APXMTEKTYpPbI TpaHcopmep

2 Jonas Wilter. “Existing and novel Approaches to the Vehicle Rescheduling
Problem (VRSP)". In: 2020.
3Roost D. et al. “Improving Sample Efficiency and Multi-Agent

Communication in RL-based Train Rescheduling”. In: 2020.
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ObyueHne ¢ nogkpenneHnem

CocTtoaHne, Harpaga
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DencTBne

Proximal Policy Optimization(PPQO)* — anroputm, napannensHo
obyuvatownii NONTUKY, BIOMPAtOLLYIO AEACTBUE, a TaKXKE KPUTMKA,
OLIEHIBAIOLLErO OXKMAAEMYIO Harpagy B COCTOSIHUAN

#John Schulman et al.. “Proximal Policy Optimization Algorithms”.n: 2017.
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MoTuneauus

Q OGyHeHme C NOAKPENNIEHNEM MOXKET BbICTYNMNTb B KA4ECTBE
3aMe€Hbl 3BPUCTUKaM, UCNOJIb3YEMbIM B KNaCCNHECKNX nogxoaax

o CyuwecTBytouime Ha JaHHbIA MOMEHT pelleHunsl, OCHOBaHHbIE HA
oby4eHNn C NOAKPENNEHNEM HE UCMONBL3YIOT NOAXOLO0B
MYJbTUArEHTHOrO ODYYEHUsI C MOAKPENIEHNEM, 33 UCKJIOHEHNEM
LIEHTPaJIN30BaHHOrO KPUTMKA, HEMacwTabnpyeMoro Ha bonbLuoe
4YMCNO areHToB
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ObmeH coobLeHnsAMY

Ha ocHoBe HabntofeHnii areHTOB C MOMOLLbIO HEAPOHHOW CETM
CTPOATCA coobuieHns
DTN coobuyeHns nepesaroTcs ApYruM areHTam u npu Bolbope nmMm
AeficTBnst fobaBnstoTcs K Ux HabaoaeHuto.
o DIAL® coobuienns nepepatotcs yepes andbdbepeHuLmpyembiii
KaHafl 1 ONTUMMU3NPYIOTCS BMECTE C NOJIMTUKOIA
o MAAC® coobuenns oT apyrux areHTos obbeanHATCA Npu
MOMOLLM MeXaHW3Ma BHUMaHWSA

5Jakob N. Foerster et al.. “Learning to Communicate with Deep Multi-Agent
Reinforcement Learning”. In: 2016.

6Jiechuan Jiang et al.. “Actor-Attention-Critic for Multi-Agent Reinforcement
Learning”. In: 2018.
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Llenn v 3apayn

Lenb: paspabotatb anroputm, onTUMU3NPYHOLLNIi
)Keﬂe3HO,D,OpO)KHyI'O TpaHCFIOpTI/IpOBKy, MeTo4aMMn MyﬂbTI/IareHTHOFO
oby4eHus ¢ noakpenieHnem ¢ 0bMeHOM coobLieHnsAMY

3apauun:

@ CeecTtu 3aga4y K 0by4eHUIO C MOAKPENJIEHNEM, ONPELENB
HabntoAeHNs ANs areHToB

@ PeannzoBatb anroput™ obyyeHUsi C NOAKPENIEHNEM,
NCNONb3YIOW NI 0bMeH CoOBLLEHNAMI MeX Y areHTaMu

@ [NpoTectuposatb anroputm Ha okpyxeHun Flatland n cpasHuTh
ero C CyWeCTBYOLNN PELUEHNSAMMN
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OKpy»xeHue anst TeCTUPOBaHUS

[ns cpaBHEHMS NpPeaNnoXeHHbIX MOAUdMKaLWi, B AanbHEALLEM
MCNOJIb3YOTCA C/yHaliHO CreHEPUPOBAHHOE OKPYXXEHUE, pa3Mepa
25 - 25 knetok, n ucnonbytoulee 10 noesnos

Mpn cpaBHMTENBHO BONABLLIOM Pa3HOObPa3nKM BO3MOXHBIX CUTYaLui
BpeMsi ODYyHEHMSI HE CIMLIKOM BEJINKO

5 noespos 10 noesgos 20 noespos

Bpems obyyennsa = 14 yacoe = 44 vaca

~ 140 4vacos
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[lepeso HabatogeHwnit

RV

¥posens 3 (LL)

Nesas eTsb L
Mpaeas seTeb R

[Lons pobpasmxcsi noezgos % CpepgHee Bpemst B nyTu
10 noesgos 20 noesgos 10 noesgos 20 noesgos
InobansHoe HabatogeHne 439+1.8 - 210.54+34.8 -
Lepeso HabntogeHuii 81.8+1.2 57.0+2.1 107.4+£4.7 21594109
Moguduunposartoe gepeso Habatogennii  85.2 + 1.1 60.7 £ 2.4 1009+4.6 204.6+10.4
"Flatland-RL : Multi-Agent Reinforcement Learning on Trains. “S. Mohanty et
al.”. In: 2020.
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ApxunTekTypa areHTta

Attention h;

hy my my hp,

01 On 0;

0,a, m n h cooTBeTCTBEHHO 0DO3Ha4alOT HabaogeHUs, AelicTBUA,
COOBLLEHNS U BbIAENEHHBIE NPU3HAKN

o PekypcueHble cetn ans obpabotkn HabnrogeHwnii

o ObwmeH coobuieHnsimm

o MexaHn3m BHUMaHUA ANA 0ObeAUHEHUS COODLIEHW
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CpaBHeHve MogMMUKaLMA B apXUTEKTYPE areHTa

[ons pobpaswnxcs noesgos % CpeaHee Bpemsi B nyTn

10 noesgos 20 noesgos 10 noesgoe 20 noespos

Bes mogudmkauuii apxutekTypbl 85.2+1.1 60.7 £ 2.4 100.9+4.6 204.6+10.4
PekypcuBHbie ceTn 88.2+0.9 70.6 +2.8 923+54 165.1+95

ObmeH coobuieHnamn b6es BHUMaHMA 89.1+1.0 65.9+29 87.0+53 189.6+13.2
ObmeH cooblyeHunsiMn + BHUMaHue 92.4+0.9 722+27 835+46 1834+148
CoobuyeHuns + BHUMaHNe + pekypcueHble  93.1 4+ 0.7 81.3+24 722+28 136.6+8.6
Knaccuuecknii nogxog, 100.0 £ 0.0 100.0 £0.0 685+11 1155+34

B tabnnue npueefeHbl pesynsTaThl NpUBHECEHUst MoaudKaunii B
apXUTEKTYpy areHTa.
[oBepuTenbHblii MHTepBan ykasaH c yposHeMm gosepusi 99%
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CpasHerune ny4qwnx pewennin Flatland Challenge
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PesynbTaThl

o PeannsoBaH anropuTm ONTUMU3aLNN XKENE3HOAOPOXKHON
TPaHCMOPTUPOBKM, OCHOBAHHbLIV Ha 0Dy4YeHUIN C MOLKPENNEHUEM.
[puMeHeHne peKypCUBBIX CeTel N MexaHn3ma obmeHa
coobLIeHNsIMI, MO3BOJINIO MOBLICUTL LOJIHO A0DMpatoLLmMXCs
noesgos ¢ 0.85 po 0.93 Ha okpy>keHumn ¢ 10 noesgamu

o Pewenue bbino npotectnposaHo Ha okpyxerun Flatland
3aHA10 1 MECTO Ccpeau pelleHuii, NCnosib3yroWwmux obyyeHmne ¢
NOAKPEN/IEHNEM, NPEB30ONAA CHEAyIOLLEe peLleHne No Joe
pobpaslunxcst areHToB B cpegHem Ha 17.6% Ha Habope

okpyxeHuii n3 Flatland Challenge 2020

o [lo pe3ynbTaTaM COpPEBHOBAHUA NOATOTOBJIEHA CTaTbﬂs,

BK/IKO4HaOWaA Halle peEHNE N OCTYNHAsA Ha arxiv.org

8Florian Laurent et al.. “Flatland Competition 2020: MAPF and MARL for
EfficientTrain Coordination on a Grid World". In: 2021.
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https://arxiv.org/abs/2103.16511

