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Ñåéñìè÷åñêàÿ ðàçâåäêà

I Ñåéñìîðàçâåäêà - ìåòîä èññëåäîâàíèÿ ñòðîåíèÿ çåìëè,
êîòîðûé áàçèðóåòñÿ íà ðàñïðîñòðàíåíèè óïðóãèõ âîëí

I Óïðóãèå âîëíû âîçáóæäàþòñÿ èñòî÷íèêîì è
ðåãèñòðèðóþòñÿ ïðè¼ìíèêàìè. Ïîñëå ñëîæíîé îáðàáîòêè
çàïèñåé ôîðìèðóåòñÿ ñåéñìè÷åñêèé êóá - òð¼õìåðíûé
ìàññèâ õàðàêòåðèñòèê ïî÷âû

I Ñåéñìè÷åñêèé êóá àíàëèçèðóåòñÿ ñïåöèàëèñòàìè äëÿ
îöåíêè ïåðñïåêòèâíîñòè áóðåíèÿ â ðàçëè÷íûõ ìåñòàõ.
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Ïðîáëåìà 1: Íåäîñòóïíûå ó÷àñòêè

I Íåêîòîðûå ìåñòà ñåéñìè÷åñêîãî êóáà áûâàþò ïîâðåæäåíû
íàñòîëüêî, ÷òî ñïåöèàëèñò íå ìîæåò îöåíèòü èõ ñòðóêòóðó.
(Âûäåëåííûå îáëàñòè íà ïðèìåðå ðàçðåçà)

I Íàïðèìåð, âñòðå÷àþòñÿ îáëàñòè â íåñêîëüêî êâàäðàòíûõ
êèëîìåòðîâ, çàêðûòûå îòëîæåíèÿìè, íå ïðîïóñêàþùèìè
âîëíû

I Äåëàòü âûâîäû î òàêèõ ìåñòàõ íåâîçìîæíî

I Èíòåðïîëÿöèÿ èíôîðìàöèè î òàêèõ ó÷àñòêàõ ïî èõ
îêðåñòíîñòè ìîæåò ïîìî÷ü
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Ïðîáëåìà 2: Îãðàíè÷åíèÿ íà îáú¼ì èññëåäîâàíèé

I Âûñîêàÿ ñòîèìîñòü ñåéñìè÷åñêîé ðàçâåäêè îãðàíè÷èâàåò
èññëåäóåìûé îáú¼ì

I Â íåêîòîðûõ ìåñòàõ (çàïîâåäíèêè, àýðîïîðòû è äð.)
ïðîâîäèòü ñåéñìè÷åñêóþ ðàçâåäêó íåâîçìîæíî èç-çà
îãðàíè÷åíèé íà ðàáîòû, ñâÿçàííûå ñ âèáðàöèÿìè

I Ýêñòðàïîëÿöèÿ èíôîðìàöèè çà ïðåäåëû èññëåäîâàííîé
îáëàñòè ìîæåò ïîìî÷ü äåëàòü âûâîäû î íåèññëåäîâàííûõ
ìåñòàõ
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Ñóùåñòâóþùèå ðåøåíèÿ äëÿ âîññòàíîâëåíèÿ

ñåéñìè÷åñêèõ äàííûõ
I Óäàëåíèå øóìà ñ ñåéñìè÷åñêèõ êóáîâ (íå äëÿ ïîëíîñòüþ

íåïðèãîäíûõ äàííûõ)
I Ïðèáëèæåíèå êëàññè÷åñêèõ ìåòîäîâ1

I Àâòîêîäèðîâùèê äëÿ ñåéñìèêè, øóì íå ïåðåäà¼òñÿ2

I Äîïîëíåíèå ñåéñìè÷åñêèõ äàííûõ
I Äîïîëíåíèå ñåéñìîãðàìì â ïðîöåññå îáðàáîòêè3 - òðåáóåò

èñõîäíûõ çàïèñåé ñ ïðè¼ìíèêîâ
I Âîññòàíîâëåíèå êóáà ïî ïîäìíîæåñòâó åãî ñòîëáöîâ4 -

äðóãàÿ çàäà÷à, ïðåäñêàçûâàþòñÿ íåáîëüøèå ãðóïïû

ñòîëáöîâ
1Liu et al.: Random noise suppression in seismic data: What can deep

learning do?, 2018.
2M. Zhang et al.: Random Noise Attenuation Using Deep Convolutional

Autoencoder, 2019
3Gadylshin K. et al.: Inpainting of local wavefront attributes using arti�cial

intelligence for enhancement of massive 3-D pre-stack seismic data, 2020
4Li X. et al.: Seismic compressive sensing by generative inpainting network:

Toward an optimized acquisition survey, 2019
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Ñóùåñòâóþùèå ðåøåíèÿ äëÿ äîïîëíåíèÿ èçîáðàæåíèé

I Image inpainting: çàïîëíåíèå ïðîïóñêîâ â èçîáðàæåíèÿõ
(èíòåðïîëÿöèÿ)

I Èñïîëüçóþòñÿ GAN5, ñëîè äëÿ îáðàáîòêè ïðîïóñêîâ6,
äîïîëíèòåëüíûå ôóíêöèè ïîòåðü7

I Image outpainting: ïðåäñêàçàíèå èíôîðìàöèè çà ïðåäåëàìè
äîñòóïíîé ÷àñòè èçîáðàæåíèÿ (ýêñòðàïîëÿöèÿ)8

5Iizuka S. et al.: Globally and Locally Consistent Image Completion, 2017
6Yu J. et al.: Free-Form Image Inpainting with Gated Convolution, 2018
7Liu G. et al.: Image Inpainting for Irregular Holes Using Partial

Convolutions, 2018
8Sabini M. et al.: Painting Outside the Box: Image Outpainting with GANs,

2018
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Ïðåäëàãàåìîå ðåøåíèå

1. Äëÿ íåïðèãîäíûõ äëÿ èñïîëüçîâàíèÿ ó÷àñòêîâ:
I Âûäåëèòü ó÷àñòêè ñåéñìè÷åñêîãî êóáà, äàííûå ïî êîòîðûì

íåïðèãîäíû äëÿ èñïîëüçîâàíèÿ
I Óäàëèòü ýòè äàííûå
I Ïðåäñêàçàòü èõ çíà÷åíèÿ ìåòîäàìè èç îáëàñòè image

inpainting

2. Äëÿ îãðàíè÷åíèÿ íà îáú¼ì ðàçâåäêè:
I Ýêñòðàïîëèðîâàòü èíôîðìàöèþ çà ïðåäåëû èìåþùåãîñÿ

ðàçðåçà ìåòîäàìè èç îáëàñòè image outpainting
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Öåëü è çàäà÷è

Öåëü: ðåàëèçîâàòü âîññòàíîâëåíèå îòñóòñòâóþùèõ
ñåéñìè÷åñêèõ äàííûõ ñ ïîìîùüþ ìåòîäîâ ãëóáîêîãî îáó÷åíèÿ
äëÿ äîïîëíåíèÿ èçîáðàæåíèé
Çàäà÷è:

I Ðåàëèçîâàòü àâòîìàòè÷åñêîå âûäåëåíèå íåïðèãîäíûõ
ó÷àñòêîâ ñåéñìè÷åñêîãî êóáà

I Ðåàëèçîâàòü âîññòàíîâëåíèå îòñóòñòâóþùèõ ôðàãìåíòîâ

I Ðåàëèçîâàòü ýêñòðàïîëÿöèþ çà ïðåäåëû èññëåäîâàííîãî
êóáà
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Âûäåëåíèå ó÷àñòêîâ ïîâðåæä¼ííûõ äàííûõ
I Ñòàâèòñÿ çàäà÷à ñåìàíòè÷åñêîé ñåãìåíòàöèè: ðàçäåëèòü

ñåéñìè÷åñêèé ðàçðåç íà êà÷åñòâåííûå è ïîâðåæä¼ííûå
ó÷àñòêè

I Äëÿ ïîäãîòîâêè äàòàñåòà íà èçîáðàæåíèÿõ ðàçðåçîâ
âðó÷íóþ îòìå÷àëèñü îáëàñòè ñ íå÷èòàåìîé ñòðóêòóðîé

I Ïðåäîáó÷åíèå íà ñèíòåòè÷åñêèõ äàííûõ, ïîëó÷åííûõ
íàëîæåíèåì øóìà íà ÷èñòûå ñåéñìè÷åñêèå ñðåçû

I Ìîäåëü U-Net, ïðîáîâàëèñü ðàçëè÷íûå ñëîè

I Ñëîé depthwise separable convolution: ROC AUC 0.91 íà
âàëèäàöèîííîé è 0.83 íà òåñòîâîé âûáîðêå

Âõîä Ðàçìåòêà Ïðåäñêàçàíèå
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Äîïîëíåíèå îáëàñòåé íåïðàâèëüíîé ôîðìû

I Îáëàñòè ðàçëè÷íûõ ôîðì óäàëÿëèñü èç ÷èñòûõ ñðåçîâ

I Âîññòàíàâëèâàëèñü ìîäåëüþ àðõèòåêòóðû U-Net ñî ñëîÿìè
Gated convolution

Êîýôôèöèåíò êîððåëÿöèè
Ìîäåëü Êîððåëÿöèÿ

Áèãàðìîíè÷åñêàÿ èíòåðïîëÿöèÿ 0.53

U-Net+GConv 0.69

U-Net+GConv+WGAN 0.66

U-Net+GConv+WGAN+perception/style loss 0.47
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Äîïîëíåíèå îáëàñòåé ïðàâèëüíîé ôîðìû, ðåøåíèå

I Áîëåå ñëîæíàÿ çàäà÷à - óäàëÿåòñÿ áîëåå êðóïíàÿ îáëàñòü
(>5êì ïî ãîðèçîíòàëè)

I Ôèêñèðîâàííûé ïðÿìîóãîëüíèê â öåíòðå ôðàãìåíòà

I GAN ïîêàçàë íåóäîâëåòâîðèòåëüíûå ðåçóëüòàòû
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Äîïîëíåíèå îáëàñòåé ïðàâèëüíîé ôîðìû, ðåçóëüòàòû

Êîýôôèöèåíò êîððåëÿöèè
Ìîäåëü Test Val

Áèãàðìîíè÷åñêàÿ èíòåðïîëÿöèÿ <0.01 <0.01

Ïðîñòîé U-Net, ëó÷øàÿ 0.18 0.36

Ïðîñòîé U-Net, ïîñëåäíÿÿ 0.18 0.36

Residual, ëó÷øàÿ 0.21 0.38

Residual, ïîñëåäíÿÿ 0.16 0.33

Gated convolution, ëó÷øàÿ 0.14 0.38

Gated convolution, ïîñëåäíÿÿ 0.17 0.36

Partial convolution, residual, ëó÷øàÿ 0.22 0.39

Partial convolution, residual, ïîñëåäíÿÿ 0.16 0.37
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Ýêñòðàïîëÿöèÿ, ðåøåíèå

I Òåñòîâàÿ âûáîðêà: ïî 5% ñëåâà è ñïðàâà êàæäîãî ñðåçà

I Äëÿ ìîäåëè óäàë¼ííàÿ ÷àñòü âñåãäà íàõîäèòñÿ ñëåâà
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Ýêñòðàïîëÿöèÿ, ðåçóëüòàòû

U-Net+
GConv

WGAN+
perception/style
loss

Êîýôôèöèåíò êîððåëÿöèè
Ìîäåëü Test Val

Áèãàðìîíè÷åñêàÿ èíòåðïîëÿöèÿ 0.37 0.37

U-Net+GConv 0.53 0.59

U-Net+GConv+WGAN 0.52 0.60

U-Net+GConv+WGAN+perception/style loss 0.53 0.59
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Âûâîäû

I Ðåàëèçîâàíà ñåãìåíòàöèÿ ïîâðåæä¼ííûõ ó÷àñòêîâ íà
ñðåçàõ ñåéñìè÷åñêèõ äàííûõ (AUC 0.83)

I Ðåàëèçîâàíî çàïîëíåíèå ïðîïóñêîâ â ñåéñìè÷åñêèõ äàííûõ
(êîððåëÿöèÿ 0.22-0.69)

I Ðåàëèçîâàíà ýêñòðàïîëÿöèÿ çà ïðåäåëû èññëåäîâàííîé
îáëàñòè (êîððåëÿöèÿ 0.53)

I Ñîñòÿçàòåëüíîå îáó÷åíèå è äîïîëíèòåëüíûå ôóíêöèè
ïîòåðü, äåëàþùèå èçîáðàæåíèÿ áîëåå ðåàëèñòè÷íûìè, íå
óëó÷øàþò êîýôôèöèåíò êîððåëÿöèè
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