Course Descriptor
	Title of the course
	Machine Learning

	Title of the Academic Programme 
	Bachelor’s in Economics

	Type of the course 
	Elective, available to foreign students

	Prerequisites
	Introduction to Econometrics, Probability Theory and Mathematical Statistics

	ECTS workload
	3

	Total indicative study hours
	Directed Study
	Self-directed study 
	Total

	
	20
	94
	114

	Course Overview
	Using data to make predictions, test hypotheses and estimate models is an important skill on current job market. Many companies collect a lot of data and make their decisions data-driven. Machine learning disrupts many fields and promises to achieve superhuman performance in the coming decades. Statistical analysis allows to test hypothesis and verify which of the models fits the data the best.
In this course we will cover different methods for supervised and unsupervised learning to develop a necessary toolkit for a successful data scientist. For some of the methods we will go into details to learn why and how they work. We will revisit concepts like stationarity, consistency, asymptotic normality. Moreover, we will touch on ethical implications of data science in the age of big data and apply learned methods to real business data sets.
At the end of the course, I expect students will feel comfortable orienting among different methods of machine learning and develop a feeling of why these methods work and how to extend them.

	Intended Learning Outcomes (ILO)
	Understand different methods for supervised learning such as linear regression, logistic regression, classification tools.
Understand different methods for unsupervised learning such as principal component analysis, k-means clustering.
Understand the concept of data generating process and how it is different to the concept of model.
Know how to derive consistency, asymptotic normality and unbiasedness for some simple models.
Learn more details on hypotheses testing and concepts like stationarity, and ergodicity.
Know main forms of stabilization policies (fiscal and monetary), and be able to describe their effects graphically, in closed and open economy versions.
Understand the main driving forces of the economy in the long run: Factor accumulation, R&D, demography. Solow model, Romer model.
Know main properties of the labor market functioning.
Understand interaction of inflation and fiscal policy in the long run.

	Indicative Course Content
	Opening and Intro to TS concepts

Probability Models and Data Generating Processes

Presentations and Questions

	Teaching and Learning Methods
	The course consists of lectures (10 hours) and tutorials (10 hours). The tutorials involve problems solving and discussions of the Statistical Learning course and presentations from students.

	Indicative Assessment Methods and Strategy 
	Students’ progress will be measured by a final exam, a course assignment and a presentation. The presentation and a course assignment will be done in the groups of 3-4 people.
The total grade is calculated by the accumulated grade (30% of the total grade) and the exam grade (70% of the total grade). The accumulated grade consists of the grades for presentations (40%) and one assignment (60%).
Written part of the exam is 3 hours long and is open-book.

	Readings / Indicative Learning Resources
	Main textbooks
Brockwell P.J., Davis R.A. Introduction to Time Series and Forecasting [Electronic resource]/ Brockwell P.J., Davis R.A. – Springer International Publishing, 2016. – (Springer Texts in Statistics) – Authorized access: https://link.springer.com/book/10.1007/978-3-319-29854-2#authorsandaffiliationsbook (Springer eBooks)
Neusser K. Time Series Econometrics [Electronic resource]/ Neusser K. – Springer International Publishing, 2016. – (Springer Texts in Business and Economics) – Authorized access: https://link.springer.com/book/10.1007/978-3-319-32862-1#about (Springer eBooks)

	Course Instructor
	Artem Duplinskiy, PhD


