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Agenda

* Data mining definition

* Determinants of data mining development

* Scope of data mining applications

* Neural network as an example of typical data mining models
* Text mining and its application

* R as a platform for data mining analysis
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DATA MINING DEFINITION

Pawet Lula, Cracow University of Economics

Data Mining

* The nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data.
(Usama Fayyad, 1996).

Usama Fayyad (born July, 1965)
American data scientist
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Data Mining

* Goal:

— discovering and modelling hidden, previously unknown patters,
relationships, correlations, structures, rules, ...

* Scope:

— large and often heterogenous data sets
* Results:

— useful,

— easy to understand and interpret.
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Data mining process

Knowledge

‘ generalization rules,
0° models,
procedures,
Information
) ) data with
interpretation interpretation
(description of individual
objects, cases)
sequences of numbers or letters (symbols)
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DETERMINANTS OF DATA MINING DEVELOPMENT

Pawet Lula, Cracow University of Economics

Determinants of data mining development

* Lack of theory describing observed phenomena
* Information overload problem
* Progress in capabilities of computer systems

Pawet Lula, Cracow University of Economics
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LACK OF THEORY DESCRIBING OBSERVED PHENOMENA

Pawet Lula, Cracow University of Economics 9

Theoretical background and data mining approach

* Lack of theory describing observed phenomena

we have only observations!!!

data-based character of data
mining analysis

knowledge discovery in databases

role of DM methods:

* phenomena description
(prediction, decision making, ...),

* initial step in theory creation

<. 2
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Data-based character of data mining

Phenomenon

model
evaluation

m Data mining
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Hybrid models in data mining approach

Additional knowledge
about the
phenomenon

Phenomenon

4

model
evaluation

"
L o
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INFORMATION OVERLOAD PROBLEM

Pawet Lula, Cracow University of Economics 13

How much information is there in the world?
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The Royal Library of Alexandria

The largest and most significant library

of the ancient world. The library was conceived
and opened either during the reign of Ptolemy
| Soter (323—-283 BC) or during the

reign of his son Ptolemy Il (283—-246 BC).

At its height, the library held
nearly 750,000 scrolls.
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How much information is there in the world?

FEEDBACK | HELP | LIBRARIANS Science Magazine LA L

ALERTS ~ ACCESSRIGHTS MY ACCOUNT  SIGN IN

NEWS SCIENCE JOURNALS CAREERS BLOGS & COMMUNITIES MULTIMEDIA COLLECTIONS JOIN  SUBSCRIBE

eading Journal of Origin Research, Global News, and Commentary.

ScienceHome  Currentlssue  Previous Issues  Science Express  Science Products My Science  apout the Journal

Science 1 April 2011:
Wol. 332 no. 6025 pp. 60-65
DOl 10.1126/science. 1200970

RESEARCH ARTICLE

The World’s Technological Capacity to Store, Communicate, and Compute
Information

Martin Hilbert  and Priscila Lopez
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The total amount of information in the world

The total amount of information in
exabytes (1 EB = 108 B)

The total amount of information 539 2866 8988 44716
per person in MB

The total amount of information 1 4 12 61
per person (CD equivalent)

295 EB =410 * 10° CD disks = a stack from the Earth to the Moon and a quarter
of this distance beyond (with 1.2 mm thickness per CD).
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How many books are there in the world?

* Google: 129,864,880 books have ever been published in the
entire World (unique different titles)

* The Library of Congress: in the catalogue there are 34,5
million books

Pawet Lula, Cracow University of Economics 18
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How many web sites are there in the Internet?
internet (ive Stats

Total number of Websites

1,266,201,077

Websites online right now

Pawet Lula, Cracow University of Economics
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Information overload
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Information overload

Information overload: a situation in which you get more
information than you can deal with at one time and become
tired and confused.

Pawet Lula, Cracow University of Economics 21

Needle in a haystack

As long as the centuries continue to unfold, the number of books will grow continually,
and one can predict that a time will come when it will be almost as difficult to learn
anything from books as from the direct study of the whole universe.

It will be almost as convenient to search for some bit of truth concealed in nature as

it will be to find it hidden away in an immense multitude of bound volumes.

—Denis Diderot, "Encyclopédie" (1755)
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Information overload

* 1964, the ,information overload” term was coined by Bertram
Gross ...

roLows i

The
MANAGING ﬂf
ORGANIZATIONS

BERTRAN M GRS
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Information overload

* and popularized by Alvin Toffler in his book ,,Future Shock” (1970)

,too0 much change in too short a period of time”
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Can computers solve the information overload problem?

Computers have promised us a fountain of wisdom
but delivered a flood of data

A.Piatetsky-Shapiro, 1992

Pawet Lula, Cracow University of Economics 25

Dealing with the information overload problem

1. Specify your information needs
2. Evaluate information quality
3. Use adequate methods of information storing and processing

Pawet Lula, Cracow University of Economics 26
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Specify your information needs!

* What are your goals?

* What information do you need to achieve them?
— about your work (study),
— about tasks which you ought to perform,
— about people you have around you (clients, competitors),
— about legal, finance, political, system,
— about society in which you live.

Pawet Lula, Cracow University of Economics 27

Evaluate the information quality!

Information quality means:
* The right information = which we need to achieve our goals

m HOME = FOOTBALL = SPORT ~ TV&SHOWBIZ = NEWS  FABULOUS MO
g

Do not read all what is nice to know!
Read what you need to know!

‘MR & MRS' Jamie O'Hara’s fiancée flashes
engagement ring as they confirm marriage plans
The 3 d ling rrently i ped the
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Evaluate the information quality!

Information quality means:
* Information with the right completeness = all data we need!

Pawet Lula, Cracow University of Economics 29

Evaluate the information quality!

Information quality means:
* Information with the right accuracy = must reflect reality!
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Evaluate the information quality!

Information quality means:

* Information at the right level of generality = not too detailed, not
too general!

Pawet Lula, Cracow University of Economics 31

Evaluate the information quality!

Information quality means:
* Information in the right format = easy to understand and use!

Chinese Love Sypmbsl Eavopean raditional

) O

A2 =

Loove, symbel

desicolonra.com
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Evaluate the information quality!

Information quality means:

* Information at the right time = not too late, not too earlier,
justin time!

Pawet Lula, Cracow University of Economics 33

Evaluate the information quality!

Information quality means:
* Information at the right place = where somebody needs it!

www shutterstock.com « 54705181
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Evaluate the information quality!

Information quality means:
* Information for the right purpose = to solve the problem!

$

e HUNGRY
I STUDENT

2 Cookbook

o=
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Use adequate methods of information storing

* large capacity,

* support for various types of information — heterogeneous
information (numbers, texts, multimedia, ...),

* tools for data cleaning,

* possibility of data integration, ﬁ

* tools for information filtering and searching, <% 7

¢ flexible structure,

* security assurance (availability, integrity and confidentiality).

Pawet Lula, Cracow University of Economics 36
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Use adequate methods of information processing

* Goal: knowledge discovery
* Main requirements:

— support for heterogeneous types of information (numbers, nominal
values, texts, audio and video stream, ...)

— support for complex structures (tables /sometimes dimension and size
is very large/, time series, sequences, associate list /maps/, trees,
graphs, ...)
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%
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Use adequate methods of information processing

* Goal: knowledge discovery

* Main requirements:
— results are easy to interpret, understand and use,
— need for aggregation, summarisation,
— visualization.

; dtncmf‘r '

cloct e
Hed “inFlation President s X

A"ﬂUI(.cH government‘\ ﬁc.
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make ODDOHCH 5gears
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Use adequate methods of information processing

Requirements for methods:

nonlinearity,

lack of theory /data mining methods/

variability in time,
short time for processing.

Pawet Lula, Cracow University of Economics
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Big Data concept

Application-Controlled Demand Paging for Qut-of-Core Visualization

Michael Cox
MRINASA Ames Research Center
Microcomputer Research Labs, Intel Corporation
<mhe@nas nasa gov>

Abetract

In the area of scientific visualization, input data sets are
often very large. In visnalization of Computational Fluid
Dynamics (CFD) in particular, input data sets today can surpass
100 Gbytes, and are expected to scale with the shility of
supercomputers to generate them.  Some visualization tools
already partition large data sets into segments, and load
appropriate segments as they are needed. However, this does

David Elisworth
MRI/NASA Ames Research Center
<ellswort @nas.nasa.gov>

1 Intreduction

Vispalization provides an interesting challenge for computer
systems: data sets are generally quite large, taxing the capacities of
main memory, local disk, and even remote disk. Wi call this the
problem of big data. When data sets do not fit in main memory (in
core), or when they do not fit even on local disk, the most common
solution is to acquire more resources. This write-e-check algorithm
has two drawbacks. First, if visualization algorithms and tools are

“Visualization provides an interesting challenge for computer systems:
data sets are generally quite large, taxing the capacities of main memory,
local disk, and even remote disk. We call this the problem of big data.
When data sets do not fit in main memory (in core), or when they do

not fit even on local disk, the most common solution is

to acquire more resources.”
October 1997, first use of 'big data' term

Pawet Lula, Cracow University of Economics
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Big Data concept

* enormous volume of data
* heterogenous forms, unstructured format
* high pace of data flows

Pawet Lula, Cracow University of Economics
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PROGRESS IN CAPABILITIES OF COMPUTER SYSTEMS
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Computer performance over time

AMDZ1
roaingpone  HIgh-Performance Computing Milestones (1960-2019)
operations
per second
| 2019: exaFLOP Barrier To Be Reached?
1x10"

2009: Cray XT5-HE Goes Live
2009: First World-class GPU-powered Supercomputer
2008: PetaFLOP Barrier Broken

2005: Milennium Run Simutiation
i
~_[1995: ASCI Blue Pacific Goes Lve |

1x10%

7 1993: CM-5/1024 Supercomputer

1984: M-13 Supercomputer
[ <

1x10°

|

|
/Q 1976: Cray | Goes Live
|

ogafior g
1x10 ¢ 1960: Univac LARC Goes Live
1x10° I ‘
1960 1970 1980 1990 2000 2010 2020

Source: https://www.cnet.com/news
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The best in 1945
ENIAC (1945)
5000 operations per second
= 5000 FLOPS
Pawet Lula, Cracow University of Economics 44
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The best in July 2017

Sunway TaihuLight - Sunway MPP, Sunway
SW26010 260C 1.45GHz, Sunway

Site: National Supercomputing Center in Wux
Manufacturer: NRCPC

Cores: 10,649,600

Memory: 1,310,720 6B

Processor: Sunway SW26010 260C 1.45GHz
Interconnect: Sunway

Performace

Linpack Performance [Rmax] 93,014.6 TFlop/s

Theoretical Peak [Rpeak) 125,436 TFlop/s

Nmax 12,288,000

HPCG [TFlop/s] 4808

Power Consumption

Power: 15,371.00 kW (Submitted)
Power Measurement Level: 2

Software

Operating System: Sunway Raise052.0.5

500

The List

WORLD'S FASTEST SUPERCOMPUTER IS-HER

Source: https://www.top500.org/

93 petaFLOPS = 93 * 10> FLOPS = 93000000000000000 FLOPS

Tt

Pawet Lula, Cracow University of Economics 45
SCOPE OF DATA MINING APPLICATIONS
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Types of problems

optimization problems,
regression
classification

cluster analysis

trends

network analysis

rules identification
sequence analysis

W Nk WDN e

associate rules
10. text analysis

Pawet Lula, Cracow University of Economics 47
Types of problems: optimization problems
A Main goal: finding optimal
' = Ay 4 A ' solution
ol -2 TAXL3Y
N i Optitnal - ? i T
E— """ "\“{:'I;Sg;;?:n \ FA : s :i: ks ;;;‘A‘?H
: / A . B i
: r 5 FN
: Y =i ke
I S ’
> the shortest path
imum ‘
: l &
choice problem
48
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Types of problems: regression

Regression analysis: techniques for modeling and analyzing
several variables, when the focus is on the relationship
between a dependent variable and one or more independent
variables.

Dependent
Independent variables
variables .
(numerical)

Main goal: description of
relationships between
variables

Pawet Lula, Cracow University of Economics 49

Types of problems: regression

* Location

* Size

*  Number of bedrooms
and bathrooms

. Age Property
* Garage size (number of ‘ Regression model value
cars)
* Central heating system
* Air conditioning system
e Swimming pool Main goal: description of
relationships between

variables

Pawet Lula, Cracow University of Economics 50
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Types of problems: classification

Classification is the problem of identifying the group to which
objects belong.
%]

Main goal: assigning objects to
groups

Pawet Lula, Cracow University of Economics 51

Types of problems: classification

Customer segmentation is the practice of dividing customers
into groups of individuals that are similar in specific ways
relevant to marketing, such as age, level of income, gender,
interests, spending habits, and so on.

Main goal: assigning
objects to groups

Pawet Lula, Cracow University of Economics 52
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Types of problems: cluster analysis

Main goal: analysis the structure
of a given set of objects
* Cluster analysis or clustering is a process of grouping of a set
of observations into subsets (called clusters).

* Aclusteris a group of relatively homogeneous cases or
observations. Objects in a cluster are similar to each other.
They are also dissimilar to objects outside the cluster,
particularly objects in other clusters.

O O o o
OQ) O O ch o0
O OO0 I @) o0
0 O O ©
O )

Types of problems: trends

x(t-1),
X(t'Z) , - Regression model - X(t)

x(t-K)

w =

Main goal: description { 1 ﬁ

of relationships “" \ l.\\ :
between consecutive 4 f ‘ | i i ‘
observations o3 ‘ WY 'f} K /, \
BRI R
J \‘.‘ Yo fi
-1 U y

0o 00

o)
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Types of problems: network analysis

-,
a g) @ 8 . Main go'al:.
B 5 = 3 a) description
s E ! . 8 e Lo - of relationships
. ; Lﬂ‘a ‘@ 4 , b &® 27 between objects,
e i1 ' L] E a ﬁ @ b) importance evaluation of
®_= o 1o n 5 n € &  objects and links,
() n\ q = a = 8 ) analysis the structure of
= £ @ 2., &= .l:n @ relationships.
@ e '“\a‘b L A =]
a (v | & 20 o
-4 T PANY
‘ @ /[
e l“ " E a », - .
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P ] =
a
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Types of problems: rules identification

Main goal: identification

and description
of rules
Income > $50000
YES | NO
[ |
Own house? Higher education
YES| ! 1 NO YES | ' 1 NO
Positive l Negative Positive l Negative
Pawet Lula, Cracow University of Economics 56
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Types of problems: sequence analysis

0.8

0.7

Main goal: analysis, description and prediction
of sequences of events

Pawet Lula, Cracow University of Economics 57

Types of problems: associate rules

Associate analysis: technique that allows to identify how the
data items are associated each other

WEEKEND
STARTS €

Main goal: analysis of co-occurrence of events

Pawet Lula, Cracow University of Economics 58
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Types of problems: associate rules

Market basket analysis
71%

43%

29%

Of transactions that included milk:
* 71% included bread
* 43% included eggs
* 29% included toilet paper

Main goal: analysis of co-occurrence of events

Pawet Lula, Cracow University of Economics
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Types of problems: text analysis

Main goal:

a) information retrieval,

b) document classification,

c¢) document clustering,

d) identification of key-words,
unknown e) similarity evaluation.

RS

eCkoer <

NN

surprise

fear
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DATA MINING METHODS

Pawet Lula, Cracow University of Economics 61
Data mining methods
What algorithms / analytic methods do you TYPICALLY use?
0% 20% 40% 60% 80% 100%
Regression IEG_—_—_YEA—— 38% 15% 6%
Decision trees NP2y S 34% 18% 9%
Cluster analysis | IENE . 35% 26% 1%
Time series 2% 22% 18%
Text mining MEZAN 16% 20% 19%
Ensemble models MEFM 14% 18% 17%
Factor analysis HEZN 17% 22% 19%
Neural nets BEVM 15% 23% 19%
Random forests WEZM 13% 16%. 16%
Association rules K8 16% 24% 17%
Bayesian WA 15% 23% 19%
Support vector machines (SVM) KA 14% 18% 17%
Anomaly detection A 14% 20% 16%
Proprietary algorithms K& 10% 15% 15%
Rule induction E¥A 10% 18% 18%
Social network analysis ¥4 10% 14% 18%
Uplift modeling ¥4 10% 13% 16%
Survival analysis il 8% 14% 20%
Link analysis " 8% 13% 16%
Genetic algorithms 1l 7% 14% 19%
MARS 4% 9% 15%
HMost of the time Often Sometimes Rarely
Source: https://gerardnico.com/wiki/data_mining/algorithm
62
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NEURAL NETWORKS MODELS AS AN EXAMPLE OF DATA
MINING APPROACH

Pawet Lula, Cracow University of Economics

Neuron’s model

s=YWx C
i-1 i e s s (W et
W 4 N
Xl—l) \

n 2

5= (W -x)

i:]]
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Artificial neural network

* neurons
* layers
— input
Xl——» V11 p
— output
. Y — hidden
X, * connections
— Vap .
* weights
* inputvalues

* output values

Pawet Lula, Cracow University of Economics 65

Applications of NN models: regression

Y=NN(X, X, ..., X))

Y —numerical variable
X;—numerical or nominal variables

* Location

* Size

*  Number of bedrooms
and bathrooms -

e Age property

e Garage size (number of —, value
cars)

e Central heating system

* Air conditioning system

e Swimming pool

Pawet Lula, Cracow University of Economics 66

33



Applications of NN models: classification

| LOAN
[l peprLICATION

Y=NN(X, X, ..., X))

Y —nominal variable
X;—numerical or nominal variables

age,
incomes, —* positive
marital status,
N — > or
savings, negative
job, — credit decision
67
Pawet Lula, Cracow University of Economics
Applications of NN models: cluster analysis
Struktura krajow Europy
440
Hlsgpama Au;manemcy Sowogania
Finlandia o O
380 Q.
. wic
description aeioia HQ?@“
o
of European ‘ 320
countries endia whechy
260 °
200 Sigsie
o
140
200 300 400 500 600 700 800 900 1000 1100
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Applications of NN models: time series analysis

Yoo t2NN(Y, Yoo Yoo Xy vor Xot)

b S/Euro (t+1)

S/Euro(t)
S/Euro(t-1)
Euro/Yen(t) .
Stock market indices(t)
Stock market indices(t-1) —
investment mood
political situation

Pawet Lula, Cracow University of Economics
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THE HISTORY OF NEURAL NETWORK MODELS

Pawet Lula, Cracow University of Economics
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1943 — Model of artificial neuron

Inputs  Weights

N w,
i W a—

p—

/

&
o

"4

- Output

: E h S'Lr.rrt l:‘ -

Thrc,:ahold T

A LOGICAL CALCULUS OF THE IDEAS IMMANENT IN

NERVOUS ACTIVITY*

m WaRREN 8. McCuLLoCH AND WALTER PITTS
University of Ilinois, College of Medicine,

Department of Psychiatry at the Illinois Neuropsychiatric Institute,

University of Chicago, Chicago, U.S.A.

Pawet Lula, Cracow University of Economics
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1958 — Perceptron

* 1958 — Perceptron is a model for classification tasks proposed

by Frank Rosenblatt

Pawet Lula, Cracow University of Economics
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1958 — Perceptron

@ » Output

Net input Activation
function function

m
Z =WnTo + WLy + - + Wply = E Ty

j=0
= WTX.
(z) = 1 ifz>0 - y
9\Z) =1 -1 otherwise. wo classes
Pawet Lula, Cracow University of Economics 73
Learning process for Perceptron
L output
Net input Activation
function function
Perceptron rule.
The structure of data: Error = target - output
[ inputs | Outputvalue | _Targetvaive_|
. - Goal of learning process:
1 -1 output class should be
1 1 equal to target class!!!
-1 -1
1 1
Pawet Lula, Cracow University of Economics 74
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1960 - ADALINE (Adaptive Linear Neuron)

Proposed by:
Bernard Widrow and Tedd Hoff
at Stanford University, 1960

output
Net input Activation Quantizer
function function
Adaline.
Pawet Lula, Cracow University of Economics 75

Learning process for ADALINE neuron

output

Net input Activation Quantizer
function function

Adaline.

The structure of data: Error = target - output

m Output value Target value

real value real value .

Goal of learning process:
real value real value error minimization!!!
real value real value
real value real value
real value real value

Pawet Lula, Cracow University of Economics 76
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Learning process for ADALINE neuron

1 . ) )
J(w) = 3 z:(targct(‘J — output¥)? output® € B

VAN

weights input
(parameters) Inputs
Aw = —nVJ(w),
I(w)
e | Gradient descent
nitial
weight method
(movement into the direction
opposite to the gradient)
JoninlW) =1 .
_ aJ
w ﬁwj s —HE .
Pawet Lula, Cracow University of Economics 77

Main linitation of ADALINE and Percetron network

YES! NO!

For regression problems:
* equivalent to linear models.

For classification problems:

* appropriate only for linear separable problems
(linear separability)

Pawet Lula, Cracow University of Economics 78
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1969 — Minsky and Papert publish the book "Perceptrons"

1969: Perceptrons can’t do XOR!

Perceptrons

Minsky & Papert

minsky-pap ert-71-csolom

Pawet Lula, Cracow University of Economics
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1957 — Kolmogorov theorem on approximation

THEOREM 2.3.1 (Kolmogorov, 1957) Any continuous real-valued functions

f(xy,%5,...,x,) defined on [0, 1]", n > 2, can be represented in the form

2n+l n
[l Xgex,) = Y g,-[ ¢,-,-(xa]
=] J=1

(2.3.1)

where the g; terms are properly chosen continuous functions of one variable, and
the ¢,; functions are continuous monotonically increasing functions independent

of f.

Pawet Lula, Cracow University of Economics
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Neural network as a realization of Kolmogorov's idea

THEOREM 2.3.1 (Kolmogorov, 1957) Any continuous real-valued functions
Sf(xy,%,...,x,) defined on [0,1]", n > 2, can be represented in the form

2n+1 n
S X00eenXg) = 3 g,-[Z ¢.-,-(x.-1] 23.)

Jj=1 j=1

functions of one variable, and

where the g; terms are properly chosen conli
i ncreasing functions independent

the ¢; functions are continuous monot;

of f.

Hiddey Layer

at Layer
Input Laver

Pawet Lula, Cracow University of Economics 81

1989 - Cybenko theorem on approximation

THEOREM 2.3.2 (Cybenko, 1989) Let ¢ be any continuous sigmoid-type function [e.g.,
@(£) = 1/(1 + e7¢)]. Then, given any continuous real-valued function { on [0,1]" (or
any other compact subset of R") and ¢ = 0, there exists vectors w,,w,,..., Wy, o, and
@ and a parameterized function G(+, w, e, 8): [0, 1" —= R such that

|G(x,w,,0) — f(x)| <& forall x e [0,1]"
where N
Glx,w,2,0) = Y o0(wx + ) (23.2)

i=1

andw‘-eR',rr,-.HJ-ER,w={w.,wz,‘_,,wx),u={m,,a2,...,:t"], and @ = (8,,0,,...,0y).

Pawet Lula, Cracow University of Economics 82
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Problem with learning of three-layer network
Output Target Hidden Layer
value value
Input Layer /’:{:__:1 Crpgleat Layer
Gradient descant
approach
Problem with learning!
Target values are not known!!!
Pawet Lula, Cracow University of Economics 83
Backpropagation algorithm Error
backpropagation
Error calculated Error calculated
for the hidden layer for the output layer
H.udde-ﬂ'_i'.h‘/

wipat Layer
Input Lawer )

Gradient descant
approach

Backpropagation algorithms was proposed two times:
e 1974 - Paul Werbos,
* 1986 - David E. Rumelhart, Geoffrey E. Hinton and Ronald J. Williams.

Pawet Lula, Cracow University of Economics 84
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1982 — Kohonen network

input vector

* Learned in unsupervised mode (target values are not known)
* Kohonen network is appropriate for cluster analysis.

Pawet Lula, Cracow University of Economics 85

1988 — Radial basis function network (RBF network)

* D.S. Broomhead and D. Lowe. Multivariate functional
interpolation and adaptive networks. Complex Systems,
2:321-355, 1988.

REF Meural Nebwork
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1990 - Probabilistic neural networks (for classification
problems)

H..HT. sy

Sumaton|laver el |ayer

for every object decision

from dataset
for every class

approximation of probability
distribution function

1990 - Speckt, D.F. (1990). Probabilistic Neural Networks. Neural Networks 3 (1), 109-118
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1991 - Generalized regression neural network

Irgxa Laer Factern Loy Sansariow Ly Ovpue Laper
% o)
NS
N\
¥, — ) )y
4 N - AN
H S
- H ) //I)
' 2
2o
x—af )
r \\

Y weldy/20)

Y(z) ~
ks €ldi/20)

for every object
from dataset

1991 - Speckt, D.F. (1991). A Generalized Regression Neural Network.
IEEE Transactions on Neural Networks 2 (6), 568-576
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REQUIREMENTS FOR GOOD NEURAL NETWORK MODEL

Pawet Lula, Cracow University of Economics 89

Requirements for good neural model

Xy
— Vi e proper neuron model
e proper values of neuron weights
——v7— — e proper structure of neural model
X,
- Va1

Neural network model can store a knowledge on studied phenomenon
The network knowledge is stored in its weights.
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The learning process

. 1
—> [Hlb— 2

— [

¢ Finding proper values of network’s weights is the main goal of learning
process

e The learning process is based on data.

® Learning algorithm —a method which is used for weights’ adjustment.

Pawet Lula, Cracow University of Economics 91

Two types of learning: Learning with a Teacher (supervised

learning)
Training set: Does y; is equal to d;?
X, X, D y if not than adjust
Xy X1 d, 1 1o decrease the
Xy Xy Oy x L. L1 Y gifference between

’ y; and d;.
Xn1 Xn2 dn

The goal of learning process:
Epoch — one output values (y;) should be equal to
complete presentation (or very close to) desired (target)
of the entire training values (d;) from training set.
set.
Pawet Lula, Cracow University of Economics 92
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Two types of learning: Learning without a Teacher
(unsupervised learning)

Training set:
X, X, X, — Does a network
X Xpp Lk v achieve
Xo;  Xop Xo = the equilibrium state?
an Xn2

Epoch —one = :

complete presentation The_gogl of Iearnmg process:

of the entire training Achieving the equilibrium state.

set.

Pawet Lula, Cracow University of Economics

Learnining with a Teacher

Training set: i1

Xy —
n Xm G -0 v
X, —
an Xn2 dn
Learning process =
06, Hetwoting o T training error minimizing.
04] Learning process is based
02| on training set.
5
o T20 140 Ten Tan Moo

Pawet Lula, Cracow University of Economics
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Overtraining — lack of ability to generalization

Training set:

X X,
Xy X2
Xo1 X5
X1 X2
Test set:

Xy X,

Xk+1)1  X(k+1)2

an Xn2

D
Oy

dy

Ability to approximation:

SSEU = Zfl(dl - )2

[ [} v Ability to generalization:
n
SSE, =>.(d, - y,)
i=k+1
g e
E“u::‘jznin ;‘mn Té0o Ts00 Tiooo

95
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Data sets used during network building process

Data set

Network training enor

_ Trein
_ Veity

T200 Tano T600 Teoo Tiooo

Validation
set

¢ Learning set — a basis for weights’ modification,
* Test set — a basis for overtraining identification (during learning process),
* Validation set — a basis for final evaluation of network model (after learning process).

96
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The effect of network’s structure on its quality

-~

Simple network’s structure:

e lack of ability to describe complex relationships,

® no problems with learning process

Network training eror

L
R _Train
= | Verfy

fo T200 Ta00 T600 Te00 Tio00

Complex network’s structure:

¢ very good quality for learning set,

¢ (sometimes) poor quality for test set -
overtraining effect,

® problems with learning process.

Pawet Lula, Cracow University of Economics 97
The effect of network’s structure on its quality

4

4 Niedouczenie
1.2
1.0

— 0.8 x
\
0.6
— w
[k s
4 0.4
—
0.2
0.0
— ucz

02 - WAL

v Epoki

1

Network structure is too simple!
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The effect of network’s structure on its quality

Przeuczenie
E .
1.0
- 08
\
| D.
w
[}
12}
4 0.4
—
0.2
0.0
— ucz
02 WAL
A/ . Epoki
Al
Network structure is too complex!
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The effect of network’s structure on its quality

Prawidtowy uktad btedéw

0.8

-

— 0.6

!
—

0.2

SSE

=

-

0.0

N

0.2

Epoki

\ ) Network structure is OK!
A Compromise between ability to approximation
and ability to generalization.
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TEXT MINING

Pawet Lula, Cracow University of Economics 101

Text Mining

* Text Mining is the discovery by computer of new, previously
unknown information, by automatically extracting information
from different written resources.

Marti A. Hearst, 1999

Pawet Lula, Cracow University of Economics 102
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Frequency matrix as a starting point for further analysis

* Pieces of information are represented by words,

* Stages:
— cutting text into words,
removing irrelevant words from documents (stop-list = a collection of
irrelevant words)
transformation to the base form

— calculation of word occurrence frequencies, documents _
— forming frequency matrix X1 X Xim
X X X
WOI’dS 21 22 2m
_an Xn2 Xnm_
Pawet Lula, Cracow University of Economics 103
Transformation of frequency matrix
* Binary representation
204..4 101 ...1
[ 11 n -— [ 11
X=|103.0| o xbing [101..0
012...1 011...1
Pawet Lula, Cracow University of Economics 104
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Transformation of frequency matrix

* Logarithmic representation

2 0.4 1,301 0,000 .. 1,602
10.0| o xoco= 1,000 0.000 .. 0,000

0 1.2 0,000 1,000 .. 1,301

X=

x;; —> 1 + log(x;)

* Weighted logarithmic representation (TFIDF model: TF — term frequency,
IDF — inverse document frequency)

x; —> (1 + log(x;)) * log(N/df;)

N — number of documents
df, — number of documents containing word f;

Pawet Lula, Cracow University of Economics 105

(Transformed) frequency matrix

documents

Xll X12 e Xl

m

X X . X Data mining
WOFdS 21 22 2m ‘ methods

an Xn2 e Xnm

Pawet Lula, Cracow University of Economics 106
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Distance between documents and between words

documents Distance between documents =
r B distance between columns
Xll X12 le
X X X Distance between words =
21 22 2m .
words distance between rows
_an Xn2 Xnm n n
pRAY
n d (X, y) =1- kst
2 . . n n
d(x, y) = (xk - Vi ) Euclidean distance z szz v
k=1 k=1 k=1
n Cosine distance
d(x; y): |xk —yk| Manhattan distance
k=1
Pawet Lula, Cracow University of Economics 107

EXAMPLE 1: ANALYSIS OF RESEARCH PROJECTS CONDUCTED
AT THE CRACOW UNIVERSITY OF ECONOMICS

Pawet Lula, Cracow University of Economics
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Latent Dirichlet Allocation (LDA) (Blei et al. 2003)

Documents

Latent Dirichlet Allocation
— completely unsupervised
method of topics

. &= M)

Topics

identification.

Pawet Lula, Cracow University of Economics 109

Latent Dirichlet Allocation (LDA) (Blei et al. 2003)

Documents

Latent Dirichlet Allocation
— completely unsupervised
method of topics

identification.

Topics are described in
terms of discrete
probabilities over words.

Topic 1 Topic 2 Topic 3
WOrd4 word; word,
L
..... word, word
word, d
word, .. wora,
word), word,
word word,,
word,, word,
,,,,,,,,,, word,,
word, ., e
" word,
Pawet Lula, Cracow University of Economics 110
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Latent Dirichlet Allocation (LDA) (Blei et al. 2003)

Documents

Pawet Lula, Cracow University of Economics

Latent Dirichlet Allocation
— completely unsupervised
method of topics
identification.

Topics are described in
terms of discrete
probabilities over words.

Each document can be
modeled as a mixture of
topics. Documents are
describes in terms of
discrete probabilities over
topics.

111

Research projects at CUE in 2014

* 80 projects:

Faculty of Finance (17 projects),

Faculty of Commodity Science (11 projects),

Faculty of Management (28 projects).

Pawet Lula, Cracow University of Economics

Faculty of Economics and International Relations (24 projects),

112
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Topics identified during analysis

Words with highest probability in topics

Topic 1 Topic 2 Topic 3
rozwdj (development), badanie (study, proving), zarzadzanie (management),
gospodarczy (economic), finansowy (financial), analiza (analysis),
analiza (analysis), zakres (scope), system (system),
proces (process), cel (goal), badanie (study, proving),
wptyw (impact), rachunkowos¢ (accounting), przedsiebiorstwo (enterprise),
gospodarka (economy), wynik (result), efektywnos¢ (efficiency),
kraj (country), publiczny (public), organizacja (organization),
ekonomiczny (economic), zmiana (change), rozwéj (development),
rynek (market), sprawozdanie (report), ocena (assessment),
polski (Polish). analiza (analysis). metoda (method).

Xoxd
\ PR _é_
() e’ (3
¢ O (O 2%
30‘0 < (‘0\) @6“
W ?°
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Topic 1: Macroeconomics
spoteczny

polski  poliyezny “ekonomia
zbadanie  metoda VSPOICZESNY
=8 pakycznygospodarka
krai S 9P dOthZstzczegc’)lnos'é globalny
okierunekintegracja zjawisko charakter .
kontekst miast SPoteczno zastosowanie
makroekonomiczny przeprowadzi¢
przeglad wykorzystanie L.
cel ekonomiczny roZwoj
NS § 2 Mmodelzakres  wielowymiarowyokres
proba £ - "’teoriaé ,anallzé':l_oce_na szansa
grupapolityk _ewolucja r6zny podmiotunia  irategia
skryzys . finansowy “lwiedza wielkosé konce%cja
ofera, 90WNY panstwo poziomefekt .\ vh
handlowy = uwzglednienie ~zagrozenie p y
zatrudnienie  warunki ~ Wymian okreslenie
miasto Wniosek wzrost Ppodstawowy takieaspekt
europejski Poszczegdiny s wspotpraca
zmiana  energialYNe 5 temat tym .\CS
przedsiebiorstwo aktualny 2 teoretyczny o((\

przedstawienie gosp Od arc Zy sposob . c'\:' O‘\
Wwyzwanie innowacyjnosé .‘OQ
funkcjonowanie >

3
5

0Cesg =

badanie Y2Y;
lat

n rama Wybran
iezbedny

N
0
Q
o

Pawet Lula, Cracow University of Economics 114

09.10.2017

57



Topic 2: Finance and accounting

izom, SPATCIE
prowadzony nargdowy
stanowicbudowlany X
polsce omoc 05Zacowaé ~ Ponosic
rolny P méc sprawozdawczosc

. ; i)
empiryezny rachunkowosédaleki <
praktyczny rowniez rozny PIEwa 2014 polski g rUZ\'\fIE{ZEﬂIE‘
planowaé_rolnictwo unijny , 9seba WYLIENY §analiza
realizacja E‘UVUDEJSk'propoz};cjai godziwy §
rgoé!el porgwnanie mekonom\cznywynlk 53
E dotyczy¢  uniatyMyqpia B g
T wykorzystanie tez przy r:toew';v gokres 5 £ koszl
= Pt K Cmnaukowy 8, >okreslony
% zmiana E -Ffekt srodki 585§ genyfikacia
regulacjazasada © TESc;EﬂIe.mdz.aJ 0S8 2EE cel
instument Sprawozdanie miedzy £ T skazanie

ocena  obszar fj nansowy majawykonanie

podstawa zaleznosc gwa

proje Pt o 3
jednostka sgczggétcwy skutek krajowy '\Q’L ?
rewizja H o
ZEEIEI’]JIE publlczny ZJaW'SkOFL]ljaercai!gmtr ’\OQ

badanie zakres o
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Topic 3: Management

rozwiazanie identyfikacja

dany efektywnosé
przedsiebiorczosé

Dinny " konsument %

C  przedmiot charakter fUNKCja

praca - “E;% naukowy grganizacyjny
ocena g % o SyStem sprawnosc
o0
a

spolczesny

efekt.

graniczny
analiza
potencjal

omiar

) o
doskonalenie zwigzaé S potrzeba  nurt polsce ) =
prezentacia 5 nowywzglad prakiyczny ksztattowac N
wykorzystaé  wysoki ©zakresjakg&¢ analityczny Ustalene £
zagadnienie ‘”fm"j?hf'cznymodeldzia}ameobszar produktdziatalnos¢
procedura wartoé¢  cel  metodasekiorola doswiadczenie
okreslenie Wymiar planowac tawybrany — czynnik
marketing otoczenie POpPrzez technn\ng\akuncepqa
teoretyczny opracowaé produkcyjny gemplryczny takze
.2 Drojekt = ekonomiczny 5¢ narzedzie
innowacja Pro 8 perspekiywa C’DUUEJSC_ 3
przeprowadzi¢ @ zadanie zmiana

Py ) realizacja =
rOWniez = o owanis Srelacja badawczy
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przedsiebiorstwaoiako %piigiéiﬁa ¢
infOrmachny Organizacja N metodologiczny \

W e
zachowanie gospodarczy «OQ (\qu
zarzadzanie K
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The analysis of an exemplary project description

Przeglgd i analiza wspdtczesnych proceséw globalizacji w wymiarze spotecznym
i gospodarczym, a w szczegdlnosci zagadnien: wzrostu gospodarczego;

rynku pracy (zwtaszcza wsrod ludzi mtodych oraz starszych);

ubdstwa; bezpieczenistwa energetycznego na swiecie.

Opracowanie naukowe poswiecone zagadnieniom globalizacji

we wskazanym zakresie.

Contents distribution over topics

o do
Al

2 o

o®
T2
2 b X

Y
« o
o o «
° & ° o> o
AW N

S A4 !{\(\’6 0\)(\ 1(\’6
- ?

Topic 1 Topic 2 Topic 3
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Distribution of research topics over CUE faculties.

Topic 1 distribution over CUE faculties

Topic 1V ———e——
i 6.\\(",
! Topic /WE ——————— . O
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Distribution of research topics over CUE faculties.

Topic 2 distribution over CUE faculties

Topic]| EJ%NZ —_—
: TV
: < ?
Topic 2/AWH 54.7 »\OQ ‘\Ce X (\%
. & 0
Topic 2WTI ————¢—— c(/o
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Distribution of research topics over CUE faculties.
Topic 3 distribution over CUE faculties
i Topic 3WZ ———
i . X
Topic YWE ————— TN
: o &
i <O% 2%
>
! Topic 3WT —————
Topic IWF —F————
T T T T T
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EXAMPLE 2: CONSUMER OPINION MINING

Pawet Lula, Cracow University of Economics 121

Consumer opinion mining

* Opinions about hotels in London
* Source: http://kavita-ganesan.com/opinosis-opinion-dataset
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http://kavita-ganesan.com/opinosis-opinion-dataset

Labels

Labels — positive or negative opinion about features listed below:

* general * light

* size * internet

* staff * price

* bed * temperature
* clean * bathroom

* equip * food

* readiness * view

* location * secure

* quiet * decor

* comfort * reservation

Pawet Lula, Cracow University of Economics 123

Data set

1 |LABELS DESCRIPTIONS
We arrived at 23,30 hours and they could not recommend a restaurant so we decided to go to
Tesco, with very limited choices but when you are hungry you do not careNext day they rang

2 staff-neg the bell at 8,00 hours to clean the room, not being very nice being waken up so earlyEvery day
We had a room with two double beds which was surprisingly roomy, considering the small
3 |size-pos hotel rooms | have in previous trips to London .
4 staff-posclean-pos bed-pos  The room was quiet, clean, the bed and pillows were comfortable, and the service was
5 readiness-pos We arrived about 11 am, room was ready .
6 size-pos clean-pos Room was good size for Europe, clean throughout .
7 |staff-pos The Concierge desk called our room to ask if we needed any information or assistance .
8 size-pos clean-pos bed-pos Room was plenty big enough and clean and tidy, bed was comfordable .
9 equip-neg First, we walked in and the restroom door was broken .
10 clean-pos Our room was typical holiday inn the bathroom could have done with updating but was
11 |readiness-neg Our rooms were not ready, we were promised rooms at a later time, etc.
12 size-pos My room was positively huge by European standards .
Pawet Lula, Cracow University of Economics 124
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Topic model building

| £/ Stanford Topic Medeling Toalbox (tmt-0.4.0

TermCounter () =~>
TermMinimumDocumentCountFilter (3} ~>
//TermDynamicStopListFilter (30)// ~>
DocumentMinimumLengthFilter (3) ~>

[File Edit Help
|iieizame |
i |
.5 wval source = C5VFile ("hotel-rooms-learn.c:
&
.7 wval tokenizer = {
8 SimpleEnglishTokenizer() ~> |
] CaseFolder() ~>
0 WordsAndNumbersOnlyFilter () ~>
1 MinimumLengthFilter (3) | _ .
2 ) Stanford Topic Modeling Toolbox
; val texr = ¢ Load & TMT script into 2 new tab using the File - Open script.
= source ~> ]
6 Column (3} ~> | Copyright () 2009- The Board of Trustees of
7 TokenizeWith (tokenizer) ~3 | The Leland Stanford Junior University. All Rights Reserved.

; //StopWordFilter ("en")

= TermStopListFilter (List |

4 "mostm,mandn, mean®, mwas, "hadh, Twitar, ™ NLP package for Scala language

i5 "kept", "going", "out","wasn't", "what","p H i

Bl e i, reven mimoa L. e oraz Stanford Topic Modeling Toolbox.

i "175", "mayhe™, "150", "around"”, "that 's", "
"itself","then”, "being”, "said", "your”, "™

o i
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Topics and their importance

50 100 150 200 250

=]

size-neg
clean-pos
general-neg
size-pos
general-pos
equip-pos

quip-
staff-pos
staffneg
bed-pos

p

quiet-pos
comfart-pes
quiet-neg
view-pos
price-pos
check-in-pos
food-pos

readinessneg

temperature-neg
location-pos
bed-neg
bathroom-neg
clean-neg
comfart-neg
light-pos
check-in-neg
intemet-neg
price-neg

readinesspos
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Frequencies of words for topic ‘size-neg’

o 5 10 15 20 25

45

standard
just

double

o0
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Model execution

Opinion:
The bathroom is a good size .

Label assigned by customer:
bathroom-pos

Label predicted by the model:
bathroom-pos (1,0)

Pawet Lula, Cracow University of Economics
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Model execution

Opinion:
When we tried to use a phone card from our room it

would not work so | asked the front desk to help me and
was told they couldn't really !

Label assigned by customer:
staff-neg

Label predicted by the model:
staff-neg (1,00)
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Model execution

Opinion:
The hotel room was very clean and the cleaning staff and
breakfast staff were very attentive .
Labels assigned by customer:
clean-pos
staff-pos
Labels predicted by the model:
staff-pos (0,7)
clean-pos (0,3)
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SOFTWARE FOR DATA MINING ANALYSIS

Pawet Lula, Cracow University of Economics
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. .
R - http://www.r-project.org/
@ Bezpieczna | https://www.r-project.org
R The R Project for Statistical Computing
Getting Started
[Home]
R is a free software environment for statistical computing and graphics. It compiles and runs on a wide
Download variety of UNIX platforms, Windows and MacOS. To download R, please choose your preferred CRAN
crAN mirror.
If you have guestions about R like how to download and install the software, or what the license terms
R Project are, please read our answers to frequently asked guestions before you send an email
About R
Logo News
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https://www.rstudio.com/

@studio

2 explorer

RStudio Shiny R Packages

Pawet Lula, Cracow University of Economics 133

R Console

RGui (64-bit)

File Edit Wiew Misc Packages Windows Help

R version 3.3.2 (2016-10-31) -- "Sincere Pumpkin Patch"
Copyright (C) 2016 The R Foundation for Statistical Computing
Platform: x86_64—w64—ming’w32/x64 (64-bit)

R 1s free software and comes with ABSOLUTELY NO WARRANTY.

You are welcome to redistribute it under certain conditions.

Type 'license()' or 'licence()' for distribution details.
Natural language support but running in an English locale

R i=s a collaborative project with many contributors.

Type 'contributors()' for more information and

'citation()' on how to cite R or R packages in publications.

Type 'demo[)' for some demos, 'help()' for on-line help, ar

'help.start () ' for an HTML browser interface to help.

Type 'q()' to quit R.

[Previously saved workspace restored]

>
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Thank you for your attention!
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