[image: image1.jpg]Canxr-IlerepOyprekuii punanaa ¢peaepaabHOro rocyapcTBeHHOro

ABTOHOMHOTIO 06paaoBaTean0r0 YUPpEKACHUA BbBICIIETO HpOCl)eCCl/IOHaJIBHOFO

o6pasosanus ""HannonaabHbIH HCCiIe0BaTeIbCKHH YHHBEPCHTET

"Bprcmag IMKO0Ja YKOHOMHUKHA "'

®axynsrer Cankr-IleTepOyprekas MKoNa COMUATBHBIX M TyMaHHTapHBIX Hayk
HanHoHAIEHOTO HCCIIeN0BATEIbCKOT0 yHUBEpcHTeTa «BBICIIas MIKOjIa SKOHOMHUKHY

PaGouasi nporpaMma JUCIUHIUIAHbI AHA1U3 OAHHBLX 6 COUYUON0ZUU

(npenodaemcs Ha AH2TUNCKOM A3bIKE)

s Hanpasienust 39.03.01 «Conmonoras»
[IOATOTOBKH OakajaBpa

4 xypc
ABTOp IIPOIPaMMBI:
[MInpokanosa A.A., K. COIUOIN. H., ashirokanova@hse.ru

Cornacosana meroxuctom OCVYII

ef

2015T,

4 « 3/ »
T.I. Epumona cee el

VTBEepXKIEeHa aKaJeMUIECKIM COBETOM OIl «Coumonorus»
& oF

oF

2018T

Axanemuueckuii pykosogutens Ol
JI.A.AnexkcanipoB

Canxr-TlerepOypr, 2015

Hacmoswas npozpavma me mogicem 6einib UCNONb306aHA OPY2UMU noopa3soenenHusmMu

YHUGepcumema u Opyeumu 6Y3amu 6e3 paspeuienust kageopel-paspabomiuxa npocpammbol.




National Research University - Higher School of Economics

Course “Data Analysis in Sociology” 

Bachelor Program 39.03.01 "Sociology"

[image: image2.png]
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1. Краткое описание курса
Дисциплина ориентирована на систематизацию и углублению знаний, умений и навыков студентов бакалавриата социологии в анализе социальных данных в программе SPSS. Успешное освоение данной дисциплины предполагает владение основами теории вероятности, методов описательной и аналитической статистики. Дисциплина охватывает количественный анализ данных от предварительной диагностики, проверки предположений в основе регрессии до методов снижения размерности (семантический дифференциал, анализ главных компонент, факторный анализ, многомерное шкалирование) и классификации (дискриминантный анализ, кластерный анализ, деревья решений). В результате освоения дисциплины студенты будут владеть на более глубоком уровне основными методами анализа данных в социологии и владеть соответствующей профессиональной лексикой на английском языке.

2. План курса
Раздел I. Регрессия.

1. Введение: предварительная диагностика данных. 

2. Предположения в основе регрессии.

3. Модерация и медиация.

4. Логистическая регрессия.

Раздел II. Снижение размерности.
5. Семантический дифференциал.
6. Метод главных компонент.

7. Факторный анализ.

8. Многомерное шкалирование.

Раздел III. Классификация.

9. Дискриминантный анализ.
10. Кластерный анализ.
11. Деревья решений.
12. Заключение: по направлению к верному выводу.

3. Требования к уровню знаний студентов
Изучение данной дисциплины базируется на следующих дисциплинах: 

· Теория вероятностей и математическая статистика

· Прикладное программное обеспечение

· Методология и методы социологических исследований 
4. Преподаватель 
Широканова А.А., к. социол. н., доц. департамента социологии, ashirokanova@hse.ru

5. Тип экзамена
Письменно-устный (портфолио и устная защита)
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Area of Application and Regulatory References
This program sets the minimal requirements to the knowledge and skills of the students as well as defines the contents and types of training sessions and assessment procedures.

The program is intended for the instructors teaching this discipline, for their teaching assistants, and for the students of the Bachelor Program 39.03.01 “Sociology” who have taken the course “Data Analysis in Sociology (taught in English).”

The program complies with the following documents:

· the Educational Standard of the National Research University “Higher School of Economics” for the field of studies 39.03.01 “Sociology” http://www.hse.ru/standards/standard;
· the Educational Program “Sociology” for the field of studies 39.03.01 “Sociology”; and

· the University Curriculum of the National Research University “Higher School of Economics in St. Petersburg” for the 4th–year undergraduates of the field of studies 39.03.01 “Sociology.”
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Course Goals
The discipline focuses on systematizing and deepening the knowledge and skills of data analysis in SPSS for the 4th-year undergraduate students of Sociology. The major goal of the course is to train students in more advanced methods of data analysis, showing their advantages and limitations as relevant to the social sciences, primarily Sociology. The course covers quantitative data analysis from preliminary data screening to testing the assumptions behind regression (including the logistic regression), to dimension reduction (semantic differential, principal components analysis, factor analysis, multidimensional scaling), to classification (discriminant analysis, cluster analysis, and decision trees). Students are expected to be familiar with part of these methods and with their implementation in SPSS, so as to more advanced features could be covered.

The tasks of the courser are, therefore, the following:

1) to revise and deepen the understanding of how regression works;

2) to refresh the knowledge of dimension reduction methods and to introduce additional techniques commonly used in the social sciences; and

3) to take a closer look at classification methods often used for the categorical data.
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Students' Competencies to be developed by the Course
As a result of studying the discipline a student is supposed to know the following:

· data screening routines;

· regression assumptions;

· theory behind moderation and mediation;

· basics of log-linear modeling;

· theory behind various dimension reduction techniques;

· assumptions relevant to different methods of classification;

· common mistakes in interpreting the data and ways to avoid them;

as well as to master the following skills:

· how to screen data prior to data analysis in SPSS;

· how to check regression assumptions in SPSS;

· how to perform moderation and mediation analysis in SPSS;

· how to carry out the logistic regression in SPSS;

· how to apply various dimension reduction techniques in SPSS and when to apply them;

· how to apply various classification methods in SPSS and when to apply them; and

· how to avoid or correct for the most common mistakes in data analysis in Sociology.
The course develops the following competencies:
	Competence
	Univer-sity Code
	Descriptors (learning outcomes and indicators of achievement)
	Forms and methods 
of teaching contributing to the development of 
a competence

	Students should develop the following general cultural competences:

	Capability of applying basic laws of the natural sciences in research, as well as the methods of mathematical modeling, theoretical and experimental research
	GC-11
	Students recall the assumptions about variables when applying methods and apply their knowledge of descriptive and inferential statistics to solve tasks
	problem-solving tasks,

homework assignments,

tests

	Mastery in using the basic methods, ways and techniques of obtaining, storing and processing information; using computer as a means of managing information
	GC-13
	Students provide reasons for their choice of techniques of analysis, interpret the SPSS  output correctly, and assess the quality of the models
	lectures, 

sessions at computer labs,

homework assignments

	Students should demonstrate the following professional competences:

	Capability and readiness to apply the knowledge of methods and theory of the social sciences and humanities in performing as experts, consultants, data analysts
	PC-4
	Students develop different solutions to the data analysis problems and justify their choice of methods
	computer class sessions, 

problem-solving tasks,

individual research project

	Ability to process and analyze data to produce analytical solutions, expert decisions and recommendations
	PC-8
	Students apply the rules of data analysis in SPSS to produce reliable results and assess the quality of alternative models for task solutions
	lectures, colloquiums,

homework assignments,

computer class sessions
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How the Course Fits in with the Curriculum
This course belongs to the main (professional) part of the disciplines in the Program. It is one of the obligatory courses within the Educational Standard for the field of undergraduate studies 39.03.01 “Sociology” and at the University Curriculum for undergraduate students of Sociology at the Higher School of Economics. It is required for successful understanding and completion of a majority of other courses in Sociology as well as for producing students' own research projects and their graduation research paper.

Taking this course requires the successful prior completion of the following disciplines:

· Theory of Probabilities and Mathematical Statistics 

· Applied Software 

· Methodology and Methods of Sociological Research

To succeed in this course, students are expected to possess the following knowledge and competences:

· speaking and writing in a logically coherent way, using clear arguments (GC-2/ОК-2);

· motivation for self-development and professional development (GC-6/ОК-6);

· speaking a foreign (English) language at a level sufficient for informal communication as well as for the search and analysis of foreign sources of information (GC-15/ОК-15).
The main learning outcomes of this discipline contribute to completing the University Curriculum with a graduation research project.
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Course Schedule
This course is worth 6 credit units.

	No.
	Topic
	Total Academic Hours
	Classroom Hours
	Individual (library/lab) work

	
	
	
	Lectures
	Practice sessions
	

	1
	Introduction: Data Screening
	16
	2
	2
	12

	2
	Assumptions Behind the Regression
	20
	4
	4
	12

	3
	Moderation and Mediation
	22
	4
	4
	14

	4
	Logistic Regression
	18
	2
	4
	12

	5
	Semantic Differential
	18
	4
	2
	12

	6
	Principal Components Analysis
	16
	2
	2
	12

	7
	Factor Analysis
	16
	2
	2
	12

	8
	Multidimensional Scaling
	18
	2
	4
	12

	9
	Discriminant Analysis
	18
	4
	2
	12

	10
	Cluster Analysis
	22
	4
	4
	14

	11
	Decision Trees
	18
	2
	4
	12

	12
	Conclusion: Towards a Correct Inference
	14
	2
	-
	12

	
	Total:
	216
	34
	34
	148
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Forms and Types of Testing
	Type of control
	Form of control
	Modules
	Requirements

	
	
	1
	2
	3
	4
	

	Monitoring
	Questions and answers to home reading
	3, 5, 7
	2, 4, 6
	1, 3, 5
	
	Answer in writing (paper or electronic) the questions to 9 compulsory texts so as to better understand the material and hand them in. This task is repeated throughout the course, your grade is the mean across 9 assignments

	Monitoring
	Homework assignment
	7
	
	
	
	At the end of Module 1 you pick up a data set from the “Sophist” archive or European Social Survey and build a moderation and a mediation models of your own. You hand in the syntax and the output with your comments (paper).

	Monitoring
	Class assignment
	
	7
	
	
	At the end of Module 2 you will be given a test covering all previous topics (10 questions on theory and 5 hands-on exercises in SPSS).

	Final exam
	Exam
	
	
	x
	
	One week prior to the end of Module 3 every student is to submit an individual research portfolio demonstrating the use of five methods covered in this course, with explicit references to the data sets, SPSS syntax, an annotated output, and a Power Point presentation of these methods ( in .pdf). A random part of the portfolio is to be presented publicly n the classroom.


6.1
Grading criteria
Questions and answers to home reading: Submit a paper where you list the questions for home reading and your answers to them. You can do it either on paper or electronically, via email to the lecturer (both are due at the same deadline). The questions are necessarily covered in your home reading. I appreciate when you use your own words to formulate the answers. The answers should be concise but sufficient to answer the question fully. It is advised to draw your own examples, whenever suitable, to illustrate your point. Copy-pasting definitions from the book without any interpretation and/or citing the sources properly reduces your grade as it demonstrates mere reproduction of the information.
Homework assignment at the end of Module 1 implies you locate a data set of your choice from the “Sophist” archive or the European Social Survey project (www.europeansocialsurvey.org) and build one model on moderation and another model on mediation using that data set. The more complex models (e.g. which contain continuous variables only or the ones with mediated moderation) are encouraged. However, even simple models, if correctly specified and annotated, will earn you a good grade for this task. Remember to submit your SPSS syntax, correct references to the data set, and your comments concerning the quality of the models.
The class assignment (test) at the end of Module 2 will be geared to check your long-term memory of the material covered in Modules 1 and 2. The test will require your revising of the theory behind regression, data diagnostics, moderation and mediation. The test will also include five practical tasks on various methods of dimension reduction. You will have 80 minutes to complete the tasks. The test will be held in class.

Your methods portfolio is a must for passing this course. The portfolio should include five specimen of your own data analysis carried out during this course and involving five different methods of dealing with data, with syntax, clear references to the downloadable data sets, and your comments to the outputs. All the models could involve the same or different data set, this is up to you. The portfolio should be accompanied by a .pdf version of a Power Point (or equivalent) presentation of the whole portfolio. At the portfolio presentation, you will be asked to demonstrate and present one of the models from your portfolio (1-5). Thu number of the model will be chosen randomly. You will have 3 minutes to tell the audience about your model (in English). You will get a higher grade if you demonstrate understanding of the method, your skills in performing the analysis and interpreting it correctly, as well as for your presentation skills. Late submissions of the portfolio will be penalized by 1 grading point for each day of delay.

The maximum grade is 10. The minimal passing grade is 4.
6.2
Grading Procedures
Your accumulated grade for the course is calculated as a weighted sum of grades for each type of monitoring control tasks in the following way:
G accumulated = 0,4*Ghome reading+ 0,3*Ghome assignment+ 0,3*Gclass assignment  , whereby
Ghome reading is the mean grade of your home reading Q&A (sum of your grades divided by 9);

Gassignment is the grade for your moderation and mediation models at the end of Module 1;

Gtest is the grade for your test at the end of Module 2.

The final grade for the course (the one you will have in your course records) is calculated in the following way:
Gfinal = 0,5*Gaccumulated + 0,5*Gexam , whereby

Gaccumulated  is the accumulated grade for the course;
Gexam = 0.7*Gporttfolio  (the grade for your portfolio) + 0.3*Gpresentation  (the grade for your presentation).

The exam grade is rounded according to the rules of algebra. The final grade is rounded in favor of the student.
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Course Contents
	No.
	Topic
	Hours, 
total
	Classroom Hours
	Individual (library/lab) work

	
	
	
	Lectures
	Practice sessions
	

	
	Part I. Regression
	
	
	
	

	1
	Introduction: Data Screening
	16
	2
	2
	12

	1.1
	Introduction: Approaching the Data
	4
	2
	
	12

	1.2
	Data Screening in SPSS
	
	
	2
	

	2
	Assumptions Behind the Regression
	20
	4
	4
	12

	2.1
	Assumptions behind the regression
	8
	2
	
	12

	2.2
	Testing assumptions about variables in SPSS
	
	
	2
	

	2.3
	Heteroscedasticity. Independence of residuals
	
	2
	
	

	2.4
	Testing assumptions about residuals in SPSS
	
	
	2
	

	3
	Moderation and Mediation
	22
	4
	4
	14

	3.1
	Moderation: theory
	8
	2
	
	14

	3.2
	Moderation in SPSS
	
	
	2
	

	3.3
	Mediation: theory
	
	2
	
	

	3.4
	Mediation in SPSS
	
	
	2
	

	4
	Logistic Regression
	18
	2
	4
	12

	4.1
	Logistic regression with a binary outcome
	6
	2
	
	12

	4.2
	Logistic regression in SPSS
	
	
	2
	

	4.3
	Developing own regression models
	
	
	2
	

	
	Part II. Dimension Reduction
	
	
	
	

	5
	Semantic Differential
	18
	4
	2
	12

	5.1
	The goals of dimension reduction
	6
	2
	
	12

	5.2
	Semantic differential
	
	2
	
	

	5.3
	Semantic differential in SPSS
	
	
	2
	

	6
	Principal Components Analysis
	16
	2
	2
	12

	6.1
	Principal components analysis: theory
	4
	2
	
	12

	6.2
	PCA in SPSS
	
	
	2
	

	7
	Factor Analysis
	16
	2
	2
	12

	7.1
	Factor analysis: theoretical revision
	4
	2
	
	12

	7.2
	Factor analysis in SPSS
	
	
	2
	

	8
	Multidimensional Scaling
	18
	2
	4
	12

	8.1
	Multidimensional scaling algorithms
	6
	2
	
	12

	8.2
	Multidimensional scaling in SPSS
	
	
	2
	

	8.3
	Revision practice
	
	
	2
	

	
	Part III. Classification
	
	
	
	

	9
	Discriminant Analysis
	18
	4
	2
	12

	9.1
	Discriminant analysis
	6
	2
	
	12

	9.2
	Rule-based classification
	
	2
	
	

	9.3
	Discriminant analysis in SPSS
	
	
	2
	

	10
	Cluster Analysis
	22
	4
	4
	14

	10.1
	Cluster analysis: theory
	8
	2
	
	14

	10.2
	K-means cluster analysis in SPSS
	
	
	2
	

	10.3
	Cluster analysis: strategies
	
	2
	
	

	10.4
	Two-step cluster analysis in SPSS
	
	
	2
	

	11
	Decision Trees
	18
	2
	4
	12

	11.1
	Decision trees: theory, applications
	6
	2
	
	12

	11.2
	Decision trees in SPSS
	
	
	2
	

	11.3
	Writing-up individual methods portfolios
	
	
	2
	

	12
	Conclusion: Towards a Correct Inference
	14
	2
	-
	12

	12
	Conclusion: Towards a Correct Inference
	2
	2
	-
	12

	
	Total:
	216
	34
	34
	148


Part I. Regression

Topic 1. Introduction: Approaching the Data
A variety of purposes of data analysis. Getting hands on the data. Correlations, inflated correlations. Types of missing data: MCAR, MAR, MNAR. Dealing with missing data: deletion, substitution, imputation. Outliers: univariate and multivariate. Dealing with outliers. Normality. Homogeneity of variance. Data transformations. Multicollinearity.
Core reading: Tabachnick, Barbara G. and Linda S. Fidell (2014). Using Multivariate Statistics: Pearson New International Edition. Pearson, 6th ed. P. 94-152.

Topic 2. Assumptions behind the regression
Conservative and liberal assumptions about regression. Types of variables in regressions. Residuals. Normality. Linearity. Homoscedasticity. Independence. Normality. Plotting residuals. Independence.  
Core readings: Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 309-316; Miles, Jeremy and Mark Shevlin (2011). Applying Regression & Correlation. A Guide for Students and Researchers. SAGE. P. 58-112.                                                                                                                                                                                                                                                                                                                                
Topic 3. Moderation and mediation
The nature of moderation. Moderation with two categorical variables, with one continuous variable, with two continuous variables. Centering. Z-scores in moderation and getting back to unstandardized coefficients. Mediation. Using PROCESS in SPSS for moderation and mediation.
Core readings: Miles, Jeremy and Mark Shevlin (2011). Applying Regression & Correlation. A Guide for Students and Researchers. SAGE. P. 165-191; Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 392-428.
Supplementary reading: Baron, Reuben M. and David A. Kenny (1986), The Moderator-Mediator Variable Distinction in Social Psychological Research: Conceptual, Strategic, and Statistical Considerations, Journal of Personality and Social Psychology, Vol. 51, No. 6, P. 1173-1182.
Topic 4. Logistic regression
Principles behind logistic regression. Ways to assess logistic regression models. Sources of bias. Binary logistic regression. Interpreting logistic regression. Reporting logistic regression. 
Core reading: Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 760-813.
Supplementary reading: Diez, David M., Barr, Christopher D. and M. Çetinkaya-Rundel (2015). OpenIntro Statistics. OpenIntro, Inc.; 3rd ed. P. 386-390.
Part II. Dimension Reduction

Topic 5. Semantic Differential 
Scaling the emotional meaning of words. Building a semantic differential scale. Scoring and representation of results. Applying the semantic differential in data analysis.
Core readings: Kang, J. and M. Zhang (2010), Semantic differential analysis of the soundscape in urban open public spaces, Building and Environment, Vol. 45, p. 150-157; Verhagen, Tibert, van den Hooff, Bart and Selmar Meents (2015), Toward a Better Use of the Semantic Differential in IS Research: An Integrative Framework of Suggested Action, Journal of the Association for Information Systems, Vol. 16, No. 2. http://aisel.aisnet.org/jais/vol16/iss2/1/ 
Supplementary readings: Smits, Johan (2011). Marketing Research with SPSS. A practical approach. Koala Press. http://www.ssnpstudents.com/wp/wp-content/uploads/2015/02/Marketing-Research-with-SPSS.pdf ; Woods, Andy T. et al. (2013), Fast lemons and sour boulders: Testing crossmodal correspondences using an internet-based testing methodology, Iperception, Vol. 4, No. 6, p. 365-379. http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3859554/ 
Topic 6. Principal Components Analysis
Reasons for dimension reduction. Theory behind principal components analysis. Interpreting the results of PCA. Limits of Dimension Reduction.
Core readings: Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 674-680; Tabachnick, Barbara G. and Linda S. Fidell (2014). Using Multivariate Statistics: Pearson New International Edition. Pearson, 6th ed. P. 660-730.
Supplementary readings: Shlens, Jonathon (2014). A Tutorial on Principal Component Analysis. http://arxiv.org/pdf/1404.1100.pdf 
Topic 7. Factor Analysis
The difference between factors and principal components. Rotations. Reporting a factor analysis. Objections to factor analysis.
Core reading: Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 665-719.
Supplementary readings: Kline, Paul (1993). An Easy Guide to Factor Analysis. Routledge. P. 1-12; Tabachnick, Barbara G. and Linda S. Fidell (2014). Using Multivariate Statistics: Pearson New International Edition. Pearson, 6th ed. P. 660-730.
Topic 8. Multidimensional Scaling
Mapping dimensions of perceptual space. Similarities and dissimilarities as distance measures. Spatial modeling in the social sciences.
Core reading: Jacoby, William G. (2012). Multidimensional Scaling: An Introduction. http://polisci.msu.edu/jacoby/iu/mds2012/ 
Supplementary reading: Wickelmeier, Florian (2003). An Introduction to MDS. https://homepage.uni-tuebingen.de/florian.wickelmaier/pubs/Wickelmaier2003SQRU.pdf 
Part III. Classification

Topic 9. Discriminant Analysis
The purpose of discriminant analysis: predicting membership. Limitations and data requirements. Classification statistics.
Core reading: Tabachnick, Barbara G. and Linda S. Fidell (2014). Using Multivariate Statistics: Pearson New International Edition. Pearson, 6th ed. P. 419-482.
Topic 10. Cluster analysis.
Goals of cluster analysis. Сoncepts: cluster formation, distance (proximities). Hierarchical cluster analysis. K-means cluster analysis. Two-step cluster analysis.
Core readings: Everitt, Brian S. et al. (2011). Cluster Analysis. John Wiley & Sons, Ltd., 5th ed.
Topic 11. Decision trees
Decision trees as a concept. Decision taking using decision trees. Segmentation using decision trees. Decision tress in SPSS: CHAID, CRT, QUEST.
Core reading: IBM SPSS Decision Trees 21 (2012). IBM Corporation. http://library.uvm.edu/services/statistics/SPSS21Manuals/IBM%20SPSS%20Decision%20Trees.pdf 
Supplementary readings: Byrd, Erick T.  and Larry Gustke (2007), Using Decision Trees to Identify Tourism Stakeholders: The Case of Two Eastern North Caroline Counties, Tourism and Hospitality Research, Vol. 7, P. 176-193; Rao, Venky (2013). Introduction to Classification & Regression Trees. http://www.datasciencecentral.com/profiles/blogs/introduction-to-classification-regression-trees-cart 
Topic 12. Conclusion: Towards a Correct Inference
Causal relations between variables. Conditions of causality. Spurious correlation. Endogeneity and confounded effects. Kitchen sink models.

Errors in interpreting p-values. Statistical and practical significance. Discussion on the reform of p-value significance tests. Confidence intervals. The idea of Bayesian inference.
Core readings: Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed. P. 74-85; Miles, Jeremy and Mark Shevlin (2011). Applying Regression & Correlation. A Guide for Students and Researchers. SAGE. P.  113-118.
Supplementary readings: Çetinkaya-Rundel Mine (2015). Bayesian baby steps // VA CSP Biostatistics Subdomain: April Methodology Call. https://stat.duke.edu/~mc301/talks/ ; Kline, Rex B. (2004), What's Wrong With Statistical Tests--And Where We Go From Here, in: Kline, Rex B.  Beyond significance testing: Reforming data analysis methods in behavioral research. Washington, DC: American Psychological Association, p. 61-91; Schrodt P.A. (2013) Seven Deadly Sins of Contemporary Quantitative Political Analysis. Journal of Peace Research. URL: http://polmeth.wustl.edu/media/Paper/Schrodt7SinsAPSA10.pdf
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Educational Technologies
The goal of this course above and beyond teaching specific methods is to enable students to use the methods covered in the course on a stand-alone basis whenever they need this in the future. Therefore, every reasonable effort should be made to make the material understandable and comprehensible, depending on the level of the student.

Encouraging those students who have already understood new material to share their understanding with the others has demonstrated rewarding results.

Regular Q&A sessions are needed at the beginning of each session, both on lectures and on practical exercises.

Drawing seemingly embarrassing data examples in the manner of Andy Field's extremely useful textbook can be helpful on an occasional basis.

The general recommendation is to put emphasis on training the skills to perform the same types of analysis autonomously; therefore, the more time students get to practice their data analysis skills on different data sets, the more reliable the success of the course.

Anonymous “boards” in the cloud services for Q&A could be helpful as well.
8.1
Recommendations to the Instructor
Try using as many ways of approaching students as possible. Since the knowledge and readiness to learn in English is non-equal among students, be always prepared to stratify exercises as well as theory for different levels. Find and use the youtube.com tutorials on SPSS. Small groups are always encouraged whenever possible and reasonable.
8.2
Recommendations to the Students
Completing this course is not like any other discipline you have studied. Here, the purpose of the course is to equip you with necessary methods when doing data analysis of come kind. You are offered an array of methods of data analysis which you are likely to use while staying in the social sciences and beyond. All-so-thick methods textbooks are now accompanied by useful websites with the data sets and additional learning materials provided.

Try using your own words when describing the methods or covering new material. Do not hesitate to pose your questions to the instructor but please restrict from blind copying from the book even when it seems a good idea. This course is meant for revision and systematization, i.e., for your better understanding of what goes on when you press buttons in SPSS.

Additionally, try keeping a vocabulary on each topic covered, with the most important terms explained with examples. This will help you at the exam and in the future as your personal reference book. In your free time, read and watch as much about the topic as possible. Having read the same topic from several textbooks as a rule improves your understanding substantially.

Watch and learn extra beyond the classes. Complete the excellent introductory methods courses on Coursera.org to recap on basic statistical concepts if you feel you could benefit from it.
8.2.1
Recommended Literature for Students' Self-Study
Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed.
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Diagnostics for Monitoring Students' Work and Progress
9.1
Tasks for Monitoring Control

I. Examples of questions to the homework reading assignments.
I.1 Please take your time to read pp. 59-65 and pp. 85-113 from Miles and Shevlin (2011). Then answer the following questions in writing by next week (on a separate piece of paper):
1) What are 'conservative' and 'liberal' assumptions about doing regressions?

2) What are multivariate distributions?

3) What types of residuals are there?
4) What are RESID, ZRESID, SRESID?

5) What distance and influence statistics are there?

6) What is the meaning of heteroscedasticity when we find it in a regression?

7) When does autocorrelation occur?
I.2 Please take your time to read pp. 165-174 from Miles and Shevlin (2011). Then answer the following questions in writing by next week (on a separate piece of paper):
1) A moderation is said to occur when.... Mediation is said to occur when... (examples from the book/ from you)

2) What is the difference between moderation and interaction effects?
3) How do we obtain the interaction variable for categorical variables A and B?

4) How do you understand the expression "different slopes for differrent folks"?

5) Give an example of moderation between two categorical variables.
6) Give an example of a categorical variable moderating the effect of one continuous variable on another continuous variable.
I.3 Please take your time to read pp. 175-191 from Miles and Shevlin (2011) and browse through Chapter 10 in Field (2014). Then answer the following questions in writing by next week (on a separate piece of paper):
1) Download the data7_2.sav file for the data on stressful events and the experienced stress. Create a plot similar to that shown on p.175 (Figure 7.4) in SPSS. Paste the Syntax you get in the Output as an answer to this question.

2) What is centering? Why do we need it? Centre the „events“ variable.

3) Compute a new interaction variable between centered events and status. Compare your results with Table 7.10. Copy the Log from the Output here.

4) Try doing hierarchical regression with direct effects and then with adding the interaction variable, similar to Table 7.11. Report the Log from the Output.

5) Why did the authors substract 43.08 from the coefficient on p. 178?

6) What is an additive relationship?

7) How do we create an interaction term between two continuous variables? 

8) What is the difference between using raw data vs. standardized scores in a regression?

9) There is a misprint in the first formula on p. 185. Write down the logically right equation of „grade.”
10) What is a “path diagram“? 

11) What is a complete mediator? Give an example and draw it.

12) What are Baron and Kenny's four steps of detecting the mediator relationships? Name them.

13) Please repeat the analysis laid out on p.190 (4 steps) in the PROCESS program.

14) How do we report a moderation model? (Field, p. 407)

15) How to report a mediation model? (Field, p. 418).
II. Homework assignment for the Module 1

1. Go to the “Sophist” data archive, locate a data set of your interest, register to download it.

2. Create a moderation and a mediation model using your data set. 

3. Check your models starting with checking your data for outliers, patterns of missing values, then check for normality and all other regression assumptions. Report your findings with SPSS syntax and output. Make comments on your results. 

4. Check your moderation model, first on a graph, then using PROCESS and/or hierarchical regressions.

5. Check your mediation model using PROCESS. Assess the quality of the model using different diagnostics covered in Field (2014).

6. Make substantive conclusions about your models and the data you have used.
III. A specimen of test question from the Module 2 test:

A) What are residuals? If we detect heteroscedastic residuals, what kind of residual plot should be produced, standardised or studentised?

B) Researchers believe that the language used at the exam affects the number of tasks solved correctly, depending on the language used while learning the subject. Using the data Language.sav, please assess whether the language used while learning, indeed, conditions the relation between the language used at the exam and the exam grade. Explain your decisions and assess the quality of the resulting model.
9.2
Self-Check Questions for Assessing the Quality of Course Understanding
1) Data screening: outliers, missings, normality checks.

2) Interpretation of unstandardized coefficients in a regression equation.

3) Assumptions about variable in a regression.

4) Residuals and their types.

5) Assumptions about residuals in a regression. Homoscedasticity. Independence.

6) Autocorrelation: when it occurs.

7) Moderation and its interpretation.

8) Mediation: when it occurs. Reporting a mediation effect.

9) Assumptions behind the logistic regression with binary outcomes.

10) When is semantic differential used and what we need to use it?

11) Theoretical difference between PCA and exploratory factor analysis.

12) Limits of exploratory factor analysis.

13) When is multidimensional scaling used and what we need to use it?

14) What are the common situations for classification in data analysis?

15) Assumptions behind cluster analysis.

16) Types of cluster analysis.

17) Assessing the quality of classification models.

18) Why decision trees are used in the social sciences? Give examples.

19) What are the main problems with using p-values for reporting significance?

20) What alternatives exist to the p-value?
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Teaching Methods and Information Provision
10.1 
Core Readings
Field, Andy (2014). Discovering Statistics Using IBM SPSS Statistics. SAGE, 4th ed.

Miles, Jeremy and Mark Shevlin (2011). Applying Regression & Correlation. A Guide for Students and Researchers. SAGE.

Tabachnick, Barbara G. and Linda S. Fidell (2014). Using Multivariate Statistics: Pearson New International Edition. Pearson, 6th ed.
10.2
Supplementary readings
Baron, Reuben M. and David A. Kenny (1986), The Moderator-Mediator Variable Distinction in Social Psychological Research: Conceptual, Strategic, and Statistical Considerations, Journal of Personality and Social Psychology, Vol. 51, No. 6, P. 1173-1182.
Byrd, Erick T.  and Larry Gustke (2007), Using Decision Trees to Identify Tourism Stakeholders: The Case of Two Eastern North Caroline Counties, Tourism and Hospitality Research, Vol. 7, P. 176-193.
Çetinkaya-Rundel Mine (2015). Bayesian baby steps // VA CSP Biostatistics Subdomain: April Methodology Call. https://stat.duke.edu/~mc301/talks/
Diez, David M., Barr, Christopher D. and M. Çetinkaya-Rundel (2015). OpenIntro Statistics. OpenIntro, Inc.; 3rd ed. P. 386-390.

Everitt, Brian S. et al. (2011). Cluster Analysis. John Wiley & Sons, Ltd., 5th ed.

IBM SPSS Decision Trees 21 (2012). IBM Corporation. http://library.uvm.edu/services/statistics/SPSS21Manuals/IBM%20SPSS%20Decision%20Trees.pdf
Jacoby, William G. (2012). Multidimensional Scaling: An Introduction. http://polisci.msu.edu/jacoby/iu/mds2012/ 

Kang, J. and M. Zhang (2010), Semantic differential analysis of the soundscape in urban open public spaces, Building and Environment, Vol. 45, p. 150-157.
Kline, Paul (1993). An Easy Guide to Factor Analysis. Routledge. P. 1-12.

Kline, Rex B. (2004), What's Wrong With Statistical Tests--And Where We Go From Here, in: Kline, Rex B.  Beyond significance testing: Reforming data analysis methods in behavioral research. Washington, DC: American Psychological Association, p. 61-91.
Rao, Venky (2013). Introduction to Classification & Regression Trees. http://www.datasciencecentral.com/profiles/blogs/introduction-to-classification-regression-trees-cart 
Schrodt P.A. (2013) Seven Deadly Sins of Contemporary Quantitative Political Analysis. Journal of Peace Research. URL: http://polmeth.wustl.edu/media/Paper/Schrodt7SinsAPSA10.pdf
Shlens, Jonathon (2014). A Tutorial on Principal Component Analysis. http://arxiv.org/pdf/1404.1100.pdf 

Smits, Johan (2011). Marketing Research with SPSS. A practical approach. Koala Press. http://www.ssnpstudents.com/wp/wp-content/uploads/2015/02/Marketing-Research-with-SPSS.pdf
Verhagen, Tibert, van den Hooff, Bart and Selmar Meents (2015), Toward a Better Use of the Semantic Differential in IS Research: An Integrative Framework of Suggested Action, Journal of the Association for Information Systems, Vol. 16, No. 2. http://aisel.aisnet.org/jais/vol16/iss2/1/ 

Wickelmeier, Florian (2003). An Introduction to MDS. https://homepage.uni-tuebingen.de/florian.wickelmaier/pubs/Wickelmaier2003SQRU.pdf 

Woods, Andy T. et al. (2013), Fast lemons and sour boulders: Testing crossmodal correspondences using an internet-based testing methodology, Iperception, Vol. 4, No. 6, p. 365-379. http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3859554/ 
10.3
Reference Books, Dictionaries, Encyclopedias
Encyclopedia of Statistics in Behavioral Science (2005), ed. by B.S. Everitt and D.C. Howell. Vol. 1-4. John Wiley & Sons Ltd.
10.4
Internet-Based Resources
· The companion Web-sites with extra learning materials to the textbook by Andy Field (http://studysites.sagepub.com/field4e/main.htm);

· Jeremy Miles and Mark Shevlin (http://www.jeremymiles.co.uk/regressionbook/).
10.5
Software
All HSE computer labs are equipped with the necessary IBM SPSS software. Additional freeware programs such as A.F. Hayes's PROCESS will be installed during the course. I encourage you to use R software in addition to IBM SPSS.
10.6
Information Reference Systems
http://sophist.hse.ru/eng/ – Joint Economic and Social Data Archive
http://www.europeansocialsurvey.org – European Social Survey
http://www.europeanvaluesstudy.eu – European Values Study
http://www.worldvaluessurvey.org – The World Values Survey Association
http://lcsr.hse.ru/en/ – Laboratory for Comparative Social Research, HSE
10.7
Distant Learning Sources
· The companion Web-sites with extra learning materials to the textbook by Andy Field (http://studysites.sagepub.com/field4e/main.htm), Jeremy Miles and Mark Shevlin (http://www.jeremymiles.co.uk/regressionbook/);
· a videoblog by Andy Field with SPSS tutorials, with many more to be found: (http://www.youtube.com/playlist?list=PL25257A24840423AE);

· a Dropbox folder (by invitation) for the exchange of useful links between course participants;

· a GoogleDocs document in the Dropbox (open-accessed) – a cloud-based board for (anonymous) questions from students to be answered by the instructor.
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Necessary Equipment
All practice sessions take place at the HSE computer labs equipped with IBM SPSS software. When being the first choice of the student, the use of R is welcomed.
